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#### Abstract

It is often said that the fundamental problem of causal inference is a missing data problem - the comparison of responses to two hypothetical treatment assignments is made difficult because for every experimental unit only one potential response is observed. In this paper, we consider the implications of the converse view: that missing data problems are a form of causal inference. We make explicit how the missing data problem of recovering the complete data law from the observed law can be viewed as identification of a joint distribution over counterfactual variables corresponding to values had we (possibly contrary to fact) been able to observe them. Drawing analogies with causal inference, we show how identification assumptions in missing data can be encoded in terms of graphical models defined over counterfactual and observed variables. We review recent results in missing data identification from this viewpoint. In doing so, we note interesting similarities and differences between missing data and causal identification theories.
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## 1. Introduction

Missing data is a common challenge in the analysis of survey, experimental, and observational data, both for the purpose of prediction and for drawing causal conclusions. Complete-case analysis is a popular and simple approach to handling missing data, but it is justified only when data entries are missing-completely-at-random (MCAR) (Rubin, 1976). When data entries are missing in a way that only depends on observed data values, the data are said to be missing-at-random (MAR) (Rubin, 1976). Under MAR assumptions, it is possible to identify target parameters of the underlying data distribution without the need for further parametric assumptions. Moreover, we can estimate parameters identified under MAR via likelihood-based methods such as expectation maximization (Dempster et al., 1977, Horton and Laird, 1999; Little and Rubin, 2002), multiple imputation (Rubin, 1987; Schafer, 1999), inverse probability weighting (Robins et al., 1994; Li et al., 2013), or semiparametric methods that exploit information about mechanisms that determine missingness and are closely related to methods for estimating causal parameters (Robins et al. 1995; Scharfstein et al., 1999; Robins and Rotnitzky, 2001; Tsiatis, 2006; Tchetgen, 2009).

However, it is often the case that missingness status depends on the underlying values that are themselves censored. This type of missingness is known as missing-not-at-random (MNAR) Rubin, 1976). Without any assumptions, parameters of interest in an MNAR model cannot be uniquely identified from the observed data distribution. A common approach to MNAR problems is to impose sufficient parametric or semiparametric restrictions on the underlying data distribution and missingness selection model, such that they yield identification Wu and Carroll, 1988; Little and Rubin, 2002; Wang et al., 2014; Miao et al., 2016; Miao and Tchetgen Tchetgen, 2016; Sun et al., 2018). Other approaches to handling MNAR mechanisms include conduct-
ing sensitivity analysis and obtaining nonparametric bounds (Rotnitzky et al., 1998; Robins et al., 2000; Scharfstein and Irizarry, 2003; Vansteelandt et al., 2007; Mattei et al., 2014; Moreno-Betancur and Chavance, 2016; Scharfstein et al., 2021; Duarte et al. 2021).

A successful approach to identification proceeds by imposing a set of independence restrictions among variables and missingness indicators in the model that are sufficient to express parameters of interest as functions of the observed data distribution. This approach is similar to nonparametric identification theory developed in causal inference. Causal identification theory takes advantage of independence restrictions among counterfactual and observed variables in a causal model encoded via directed acyclic graphs (DAGs); this approach has led to sound and complete algorithms for identification of a wide set of causal parameters as functions of the observed data (Tian and Pearl, 2002; Shpitser and Pearl, 2006; Huang and Valtorta, 2006; Shpitser and Sherman, 2018; Richardson et al., 2017; Bhattacharya et al., 2020). Completeness here means that failure of the algorithm on a particular parameter input implies that the parameter is, in fact, not identified given the set of restrictions enocded by the proposed model. These algorithms generalize many existing results regarding special cases, such as identification by covariate adjustment that relies on the stable unit treatment value assumption and conditional ignorability Rubin, 1976), or the g-computation algorithm that relies on sequential ignorability (Robins, 1986).

Directed acyclic graphs have also been adapted to encode independence restrictions in missing data models. Using such representations, many scenarios have been described where it is possible to recover target parameters as functions of the observed data distribution, including ones where it was previously believed that nonparametric identification is impossible (Glymour, 2006; Daniel et al., 2012; Martel García, 2013,

Mohan et al., 2013; Thoemmes and Rose, 2014; Tian, 2015; Shpitser, 2016a; Bhattacharya et al., 2019; Saadati and Tian, 2019; Nabi et al., 2020; Mohan and Pearl, 2021; Scharfstein et al., 2021; Nabi and Bhattacharya, 2022). This line of work has shed light on several classes of MNAR models that still permit identification of the target parameter without relying on any parametric assumptions on the full data distribution. In addition to providing concise representations of statistical models by means of factorizations, graphs also illustrate the causal mechanisms responsible for missingness and provide a natural interpretation of such mechanisms in applied settings.

It has been noted by many authors that causal inference and missing data are analogous in terminology, theory of identification, and statistical inference. Causal inference has often been phrased as a missing data problem since responses to some treatment interventions are not observed (Robins, 1986; Ding and Li, 2018) and missing data is viewed as a form of causal inference where interventions on missingness indicators can be carried out (Robins, 1986; Shpitser et al., 2015; Bhattacharya et al., 2019). At the same time, not much discussion has been devoted to important differences between these frameworks. In this paper, we discuss identifiability of models with MNAR mechanisms and examine new developments in graphical missing data models. We show how identification theory may be understood by viewing missing data models counterfactually, by analogy with causal models, and discuss the shortcomings of generalizing causal identification theories to missing data models.

The paper is organized as follows. We first provide an overview of statistical and causal models of DAGs in Section 2, In Section 3, we redefine missing data models using the described causal terminology. We formally define missing data DAG models in Section 4. In Section 5, we discuss several unique techniques for nonparametric identification of complete data distributions in graphical models of missing data. We
conclude the paper in Section 6 by providing a discussion on whether ideas explored in missing data DAG models joined with rank preservation assumptions can be used for identification arguments in causal inference. We also consider missing data DAGs that allow for the presence of unmeasured confounders in the Appendix.

## 2. Causal Models

To motivate causal and counterfactual views of missing data, we first provide a description of causal models, and in particular, ones that can be represented via directed acyclic graphs (DAGs). Causal models are often phrased in terms of counterfactual responses to interventions. Random variables of the form $Y^{(a)}$ are used to denote the response of an outcome $Y$ when a treatment $A$ is intervened on and set, possibly contrary to fact, to value $a$. The observed (factual) outcomes $Y$ are typically defined as coarsened versions of counterfactual outcomes via the consistency property. For example, for a binary treatment $A$ with values 0 and 1 , the observed outcome is obtained via the following coarsening mechanism $Y:=Y^{(a=1)} \times A+Y^{(a=0)} \times(1-A)$. That is, the observed outcome $Y$ gives us an imperfect view into the underlying counterfactuals $Y^{(a=1)}$ and $Y^{(a=0)}$ : for individuals that received treatment $A=1$, the observed outcome corresponds to the counterfactual response $Y^{(a=1)}$; for those that received $A=0$, we gain information regarding the counterfactual response $Y^{(a=0)}$. In general, we see only one of the (potentially several for non-binary treatments) counterfactual responses for each individual. This complicates the task of computing causal parameters, which are phrased in terms of contrasts between different counterfactual responses. This forms the basis of the observation that the fundamental problem of causal inference is a missing data problem.

Progress is made by defining restrictions on a causal model, which are sets of joint distributions defined over the factual and counterfactual random variables. Consider
the task of identifying the average causal effect (ACE) $\mathbb{E}\left[Y^{(a=1)}-Y^{(a=0)}\right]$. Given a set of baseline covariates $L$ we may restrict ourselves to the set of distributions satisfying an independence assumption that $A \Perp Y^{(a)} \mid L$ for every value $a$, and positivity of the distribution of $A$ conditioned on $L$, denoted by $p_{A \mid L}$. Under the assumptions of this causal model, the ACE is identified via the adjustment formula: $\mathbb{E}[\mathbb{E}[Y \mid A=1, L]-\mathbb{E}[Y \mid A=0, L]]$. Assumptions in a causal model can often be encoded in a more intuitive fashion via DAGs. We formally introduce the statistical and causal models of a DAG below.

### 2.1 Statistical DAG Models

Let $V=\left(V_{1}, \ldots, V_{k}\right)^{T}$ be a vector of $K$ random variables with finite support and probability density $p_{V}$. We will abbreviate the joint probability $p_{V}(V=v)$ as simply $p(v)$. Restrictions on the observed distribution $p_{V}$ can be encoded via a DAG as follows. Define a DAG $\mathcal{G}(V)$ consisting of a set of nodes $V$ associated with each random variable $V_{i} \in V$, and a set of directed edges that form connections between these variables with the restriction that these edges do not form a directed cycle. We will sometimes abbreviate $\mathcal{G}(V)$ as simply $\mathcal{G}$ if the set of vertices $V$ is assumed or obvious. For a given DAG $\mathcal{G}$, the statistical model $\mathcal{M}^{\mathcal{G}}$ is the set of distributions that factorize as $p(v)=\prod_{v_{i} \in v} p\left(v_{i} \mid \operatorname{pa}_{\mathcal{G}}\left(v_{i}\right)\right)$, where $\operatorname{pa}_{\mathcal{G}}\left(v_{i}\right)$ is the set of values of variables corresponding to the parents of $V_{i}, \mathrm{pa}_{\mathcal{G}}\left(V_{i}\right)$, i.e., the set of vertices in $\mathcal{G}$ with directed edges into $V_{i}$. Distributions in $\mathcal{M}^{\mathcal{G}}$ are said to be Markov relative to $\mathcal{G}$.

We use the following notation for standard genealogical relations in DAGs. We denote the children of a vertex $V_{i}$ in $\mathcal{G}$ - the set of all vertices that have $V_{i}$ as a parent - as $\operatorname{ch}_{\mathcal{G}}\left(V_{i}\right)$. We denote the descendants of $V_{i}$ - the set of all vertices $V_{j}$ such that there exists a directed path from $V_{i}$ to $V_{j}-$ as $\operatorname{de}_{\mathcal{G}}\left(V_{i}\right)$. By convention, $\operatorname{de}_{\mathcal{G}}\left(V_{i}\right)$ is defined to include $V_{i}$ itself.

When $\mathcal{G}$ is complete - all vertices are pairwise connected via a directed edge $\mathcal{M}^{\mathcal{G}}$ imposes no restrictions on $p_{V}$. When $\mathcal{G}$ is not complete, it is informative to compare the DAG factorization of $p_{V}$ to the chain rule factorization to understand how missing edges entail restrictions on the observed distribution. Consider any valid topological ordering $\prec_{\mathcal{G}}$ of the variables - an ordering satisfying the property that whenever $V_{i} \prec_{\mathcal{G}} V_{j}, V_{i}$ is not a descendant of $V_{j}$ in $\mathcal{G}$. Then for every variable $V_{i} \in V$, define $\operatorname{past}_{\mathcal{G}}\left(V_{i}\right)$ to be the set of vertices earlier than $V_{i}$ under $\prec_{\mathcal{G}}$ (we suppress explicit reference to $\prec_{\mathcal{G}}$ to avoid notational clutter.) Under any variable ordering ${\prec_{\mathcal{G}} \text {, we have }}^{\text {, }}$ the following equality between the chain factorization and DAG factorization of $p(v)$ : $p(v)=\prod_{v_{i} \in v} p\left(v_{i} \mid \operatorname{past}_{\mathcal{G}}\left(v_{i}\right)\right)=\prod_{v_{i} \in v} p\left(v_{i} \mid \operatorname{pa}_{\mathcal{G}}\left(v_{i}\right)\right)$.

Whenever $\operatorname{pa}_{\mathcal{G}}\left(V_{i}\right) \subset \operatorname{past}_{\mathcal{G}}\left(V_{i}\right)$ (corresponding to missing edges in $\mathcal{G}$ ) the above equality implies that $\left(V_{i} \Perp \operatorname{past}_{\mathcal{G}}\left(V_{i}\right) \backslash \operatorname{pa}_{\mathcal{G}}\left(V_{i}\right) \mid \mathrm{pa}_{\mathcal{G}}\left(V_{i}\right)\right)$. That is, given a DAG $\mathcal{G}$, restrictions in $p_{V}$ are characterized by the following ordered local Markov property: each variable $V_{i}$ is independent of its non-parental past given its parents. All restrictions entailed by a DAG $\mathcal{G}$ are easily read via the d-separation criterion Pearl, 2009).

### 2.2 Causal DAG Models

In addition to a statistical DAG model $\mathcal{M}^{\mathcal{G}}$ representing restrictions on the factual variables $V$, it is possible to define a causal DAG model associated with $\mathcal{G}$. Causal DAG models can be generalized from statistical DAG models by equipping them with a special subset $A^{\dagger} \subseteq V$ referred to as treatment or action variables, with non-action variables $V \backslash A^{\dagger}$ denoted as $Y$.

Although a number of different such causal DAG models have been proposed (Robins, 1986; Pearl, 2009) they all satisfy the properties below.
(i) counterfactual existence. For each factual variable $V_{i}$ represented on the

DAG, there exists a set of counterfactual random variables $V_{i}^{\left(a^{\dagger}\right)}$ representing the behavior of $V_{i}$ when, possibly contrary to fact, $A^{\dagger}$ is set to $a^{\dagger}$ (for any such value) by external manipulation or intervention.
(ii) causal ordering. There exists a causal total ordering $\prec$ which must be topological with respect to $\mathcal{G}$. We index elements in any set of variables $X \subseteq V$ via subscript indices that are consistent with this ordering. As an example, $X_{i}$ and $X_{j}$ are both elements of $X \subseteq V$, and if $i<j$, then $X_{i} \prec X_{j}$. Given any variable $X_{i}$ in $X \subseteq V$, define $\bar{X}_{i}$ to be the set consisting of $X_{i}$ and all elements in $X$ earlier than $X_{i}$ in the ordering $\prec$. Similarly, define $\underline{X}_{i}$ to be the set consisting of $X_{i}$ and all elements in $X$ later than $X_{i}$ in the ordering $\prec$. We will extend this notation in the natural way to values as well, e.g. $\bar{x}_{i}$ are values of $\bar{X}_{i}$. Finally, for every $V_{i} \in V$, define $\operatorname{past}_{\prec}\left(V_{i}\right)$ to be all variables in $V$ earlier than $V_{i}$ in the ordering.
(iii) no backwards causation. For every $V_{i}^{\left(a^{\dagger}\right)}$, we have $V_{i}^{\left(a^{\dagger}\right)} \equiv V_{i}^{\left(\bar{a}_{j}^{\dagger}, a_{j+1}^{\dagger}\right)}=$ $V_{i}^{\left(\bar{a}_{j}^{\dagger}, a_{j+1}^{\dagger}{ }^{\prime}\right)} \equiv V_{i}^{\left(\bar{a}_{j}^{\dagger}\right)}$, where $\underline{a}_{j+1}^{\dagger}{ }^{\prime}$ and $\underline{a}_{j+1}^{\dagger}{ }^{\prime}$ correspond to distinct manipulations of variables in $\underline{A}_{j+1}^{\dagger}$, and $A_{j}^{\dagger}$ is the $\prec$-largest element of $A^{\dagger}$ that occurs prior to $V_{i}$ according to $\prec$. That is, if $V_{i}=A_{k}, A_{j}^{\dagger}=A_{k-1}$, and if $V_{i}=Y_{k}, A_{j}^{\dagger}=A_{k}$.
(iv) recursive substitution. Given any subset $A \subset A^{\dagger}$, and any set of values $a$ of $A$, we recursively define $V_{i}^{(a)}$ to be equal to $V_{i}^{\left(a,\left\{A_{j}(a): A_{j} \in A^{\dagger} \backslash A\right\}\right)}$. In words, we define $V_{i}^{(a)}$ in terms of the set of $V_{i}^{\left(a^{\dagger}\right)}$ for all values $a^{\dagger}$ as the response $V_{i}$ had $A$ been manipulated to values $a$ and each element $A_{j}$ in $A^{\dagger} \backslash A$ is manipulated to whatever value it would have had under the intervention that sets $A$ to a. Note that this definition is recursive since $A_{j}^{(a)}$ must also in general be defined. Properties (iii) and (iii) ensure the induction of the definition is always well-defined in the sense that every counterfactual $V_{i}^{(a)}$ is definable in terms of counterfactuals assumed to exist by (ii).
(v) consistency. Every counterfactual variable $V_{i}^{(a)}$ is linked to the corresponding factual variable $V_{i}$ by the consistency property, which states that $V_{i}=\sum_{a} \mathbb{I}(A=$ a) $\times V_{i}^{(a)}=\sum_{\bar{a}_{j}} \mathbb{I}\left(\bar{A}_{j}=\bar{a}_{j}\right) \times V_{i}^{\left(\bar{a}_{j}\right)}$; equivalently, $V_{i}=V_{i}^{(a)}$ if $A=a$. Thus, in any equation or probability expression where $v_{i}$ and $v_{i}^{(a)}$ appear and $A=a$ holds, we implicitly assume $v_{i}=v_{i}^{(a)}$. This allows us to assert the equality of $p\left(v_{i}^{(a)} \mid a\right)=p\left(v_{i} \mid a\right)$ as always true.
(vi) positivity. For every $A_{i}^{\dagger} \in A^{\dagger}, p\left(a_{i}^{\dagger} \mid \operatorname{past}\left(A_{i}^{\dagger}\right)\right)>0$ for all values of variables in past $_{\prec}\left(A_{i}^{\dagger}\right)$.
(vii) sequential ignorability. For every treatment $A_{k} \in A \subseteq A^{\dagger}$ and the $\prec$ earliest variable $Y_{k}$ that occurs after $A_{k}$ in the order $\prec$, we assume $\underline{Y}_{k}^{(a)} \Perp$ $A_{k} \mid \operatorname{Past}_{\prec}\left(A_{k}\right)$, for values of $\operatorname{Past}_{\prec}\left(A_{k}\right)$ that are consistent with the treatment assignment $a$.
(viii) Markov property. The joint $p(v)$ is Markov relative to $\mathcal{G}$.

Assumptions (ii), (ii), and (iv) allows us to meaningfully discuss counterfactuals $Y^{(a)}$. Furthermore, under the above causal model, the distribution $p\left(y^{(a)}\right)$ - the joint distribution over counterfactuals obtained by setting a subset $A$ of the action variables to a set of values $a$-can be expressed as a function of the joint distribution over factual variables as follows. Assumptions (v) and (iv), and our notational convention together imply $p\left(y^{(a)}\right) \times p\left(a \mid y^{(a)}\right)=p\left(y^{(a)}, a\right)=p(y, a)$, so

$$
\begin{equation*}
p\left(y^{(a)}\right)=\frac{p(y, a)}{p\left(a \mid y^{(a)}\right)} . \quad \text { (counterfactual g-formula) } \tag{2.1}
\end{equation*}
$$

We refer to (2.1) as the counterfactual g-formula, since counterfactual variables appear in the denominator.

It follows that $p\left(y^{(a)}\right)$ is identified from the distribution of the factuals $V$ if and only if $p\left(a \mid y^{(a)}\right)$ is itself so identified. The additional assumptions (v), (vii), (vi), and
viii) imply $p\left(a \mid y^{(a)}\right)$ is indeed identified as follows:

$$
\begin{aligned}
p\left(a \mid y^{(a)}\right) & =\prod_{a_{k} \in a} p\left(a_{k} \mid \bar{a}_{k-1}, \bar{y}_{k-1}^{(a)}, \underline{y}_{k}^{(a)}\right)=\prod_{a_{k} \in a} p\left(a_{k} \mid \operatorname{past}_{\mathcal{G}}\left(a_{k}\right), \underline{y}_{k}^{(a)}\right) \\
& =\prod_{a_{k} \in a} p\left(a_{k} \mid \operatorname{past}_{\mathcal{G}}\left(a_{k}\right)\right)=\prod_{a_{k} \in a} p\left(a_{k} \mid \operatorname{pa}_{\mathcal{G}}\left(a_{k}\right)\right)
\end{aligned}
$$

The first equality follows from the chain rule of probability: for each conditional $p\left(a_{k} \mid\right.$.) we split $y^{(a)}$ into the sets $\bar{y}_{k-1}^{(a)}$ and $\underline{y}_{k}^{(a)}$. The second equality follows from the consistency assumption ve: $\bar{y}_{k-1}^{(a)}=\bar{y}_{k-1}^{\left(\bar{a}_{k-1}\right)}=\bar{y}_{k-1}$ and noting past ${ }_{\mathcal{G}}\left(a_{k}\right)=$ $\left(\bar{y}_{k-1}, \bar{a}_{k-1}\right)$. The third equality follows from vii). The fourth from viii). Finally the positivity assumption (vi) implies the RHS of the last equality is a unique function of the distribution of V . We conclude that $p\left(y^{(a)}\right)=\frac{p(y, a)}{p\left(a \mid y^{(a)}\right)}$ is identified by the g -formula $p_{\mathcal{G}}(y \| a)$ Lauritzen, 1996) equal to

$$
\begin{equation*}
\frac{\prod_{v_{k} \in y \cup a} p\left(v_{k} \mid \operatorname{past}_{\mathcal{G}}\left(v_{k}\right)\right)}{\prod_{a_{k} \in a} p\left(a_{k} \mid \operatorname{past}_{\mathcal{G}}\left(a_{k}\right)\right)}=\frac{\prod_{v_{k} \in y \cup a} p\left(v_{k} \mid \operatorname{pa}_{\mathcal{G}}\left(v_{k}\right)\right)}{\prod_{a_{k} \in a} p\left(a_{k} \mid \operatorname{pa}_{\mathcal{G}}\left(a_{k}\right)\right)}=\left.\prod_{y_{k} \in y} p\left(y_{k} \mid \operatorname{pa}_{\mathcal{G}}\left(y_{k}\right)\right)\right|_{A=a} \tag{2.2}
\end{equation*}
$$

and $\left.p()\right|_{.A=a}$ is taken to mean that any free variables within a probability expression $p($.$) that intersect the set A$ are to be evaluated at corresponding values of $a$. The final equality follows from cancellation of terms. Note by the notational convention in (ii), it follows that $p_{\mathcal{G}}\left(y^{(a)} \| a\right)=p_{\mathcal{G}}(y \| a)$

The g-formula $p_{\mathcal{G}}(y \| a)$ in (2.2) can be viewed as a truncated factorization in the sense that the terms $p\left(a_{k} \mid \mathrm{pa}_{\mathcal{G}}\left(a_{k}\right)\right)$ that occur in the Markov factorization of the density $p(y, a)$ are no longer present in the g -formula factorization representing the intervention distribution. As we will see in Section 4, the g-formula is also closely connected to identification in missing data problems.

The truncated factorization $p_{\mathcal{G}}(y \| a)$ is still a distribution as it provides a mapping from values $a$ of $A$ to normalized densities over variables in $Y$. We call objects of this type kernels. A kernel acts in most respects like a conditional distribution. In
particular, given a kernel $p(v \| w)$ and a subset $Z \subseteq V$, conditioning and marginalization are defined in the usual way as

$$
\begin{equation*}
p(z \| w):=\sum_{v \backslash z} p(v \| w) \quad \text { and } \quad p(v \backslash z \mid z \| w):=\frac{p(v \| w)}{p(z \| w)} \tag{2.3}
\end{equation*}
$$

Property (vii) above is the critical identifying assumption: In words, for each $k$, there exists a factual past $\left(\bar{A}_{k-1}, \bar{Y}_{k-1}\right) \subset V$ such that treatment $A_{k}$ is as if randomly assigned (and hence independent of future counterfactuals). In the language of epidemiologists, conditional on $\left(\bar{A}_{k-1}, \bar{Y}_{k-1}\right)$, the causal effect of $A_{k}$ on $\underline{Y}_{k}$ is unconfounded.

In most observational studies, some of the variables that need to be included in $\bar{Y}_{k-1}$ (and thus in $V$ ) to make $A_{k}$ unconfounded may be unknown to the investigators and/or known but not measured for financial or logistical reasons. As a consequence $p\left(y^{(a)}\right)$ will obviously not be identified from the the factual distribution $p(o, a)$ of the observed variables $(O, A)$, where $O \subset Y$. Moreover, even the counterfactual distribution over observed outcomes,

$$
\begin{aligned}
p\left(o^{(a)}\right) & =\sum_{y^{(a) \backslash o(a)}} p\left(y^{(a)}\right)=\sum_{y \backslash o} p_{\mathcal{G}}(y \| a) \equiv p_{\mathcal{G}}(o \| a) \\
& =\sum_{y \backslash o} \frac{\prod_{v_{k}} p\left(v_{k} \mid \operatorname{past}_{\mathcal{G}}\left(v_{k}\right)\right)}{\prod_{a_{k} \in a} p\left(a_{k} \mid \operatorname{past}_{\mathcal{G}}\left(a_{k}\right)\right)}=\sum_{y \backslash o} \frac{\prod_{v_{k}} p\left(v_{k} \mid \operatorname{pa}_{\mathcal{G}}\left(v_{k}\right)\right)}{\prod_{a_{k} \in a} p\left(a_{k} \mid \operatorname{pa}_{\mathcal{G}}\left(a_{k}\right)\right)}
\end{aligned}
$$

may not be identified from $p(o, a)$. This is because, in general, property (vii) (sequential ignorability) does not imply

$$
\underline{O}_{k}^{(a)} \Perp A_{k} \mid{\operatorname{past}-\operatorname{obv}_{\mathcal{G}}\left(A_{k}\right) \text { for all } k, ~}_{\text {, }}
$$

where past-obv $\mathcal{G}_{\mathcal{G}}\left(A_{k}\right) \equiv\left(\bar{A}_{k-1}, \bar{O}_{k-1}\right)$ are the elements in past ${ }_{\mathcal{G}}\left(A_{k}\right)$ that are observed.
As an example, consider the DAG in Fig. 1(a). The statistical model $\mathcal{M}^{\mathcal{G}}$ of this DAG is the set of distributions $p(v)=p\left(u_{1}, u_{2}, r_{1}, r_{2}, l_{1}, l_{2}\right)$ that factorize as:


Figure 1: (a) A DAG where $U_{1}$ and $U_{2}$ may be unmeasured; (b) A conditional DAG illustrating interventions on $R_{1}$ and $R_{2}$.
$p\left(u_{1}\right) \times p\left(u_{2} \mid u_{1}\right) \times p\left(r_{1} \mid u_{2}\right) \times p\left(l_{1} \mid u_{1}, r_{1}\right) \times p\left(r_{2} \mid r_{1}, l_{1}\right) \times p\left(l_{2} \mid u_{2}, r_{2}\right)$. Suppose we choose the treatment set $A^{\dagger}=\left\{R_{1}, R_{2}\right\}$ and the outcome set $Y:=\left\{U_{1}, U_{2}, L_{1}, L_{2}\right\}$. Under the causal DAG model corresponding to the DAG in Fig. 1(a), the counterfactual distribution $p\left(u_{1}^{\left(r_{1}, r_{2}\right)}, u_{2}^{\left(r_{1}, r_{2}\right)}, l_{1}^{\left(r_{1}, r_{2}\right)}, l_{2}^{\left(r_{1}, r_{2}\right)}\right)$ is identified via the g-formula as:

$$
\begin{equation*}
p_{\mathcal{G}}\left(y \| r_{1}, r_{2}\right)=p\left(u_{1}, u_{2}, r_{1}, l_{1}, r_{2}, l_{2}\right) /\left\{p\left(r_{2} \mid r_{1}, l_{1}\right) \times p\left(r_{1} \mid u_{2}\right)\right\} . \tag{2.4}
\end{equation*}
$$

Similar to how the DAG factorization is the factorized representation of a factual density Markov relative to a given causal DAG, the $\operatorname{g}$-formula $p_{\mathcal{G}}(y \| a)$, is the factorized representation of a counterfactual density Markov relative to a truncated version of the causal DAG, a.k.a conditional causal DAG, in which the edges pointing into the treatment variables $A$ that are intervened upon are removed. The conditional causal DAG corresponding to (2.4) is shown in Fig. 1(b).

Suppose now $U_{1}, U_{2}$ are unobserved so $O=\left(L_{1}, L_{2}\right)$. The distribution of interest $p\left(o^{\left(r_{1}, r_{2}\right)}\right) \equiv p\left(l_{1}^{\left(r_{1}, r_{2}\right)}, l_{2}^{\left(r_{1}, r_{2}\right)}\right):=p_{\mathcal{G}}\left(l_{1}, l_{2} \| r_{1}, r_{2}\right)=\sum_{u_{1}, u_{2}} p_{\mathcal{G}}\left(l_{1}, l_{2} \| r_{1}, r_{2}\right)$ is not a function of the observed data distribution $\sum_{u_{1}, u_{2}} p\left(u_{1}, u_{2}, r_{1}, r_{2}, l_{1}, l_{2}\right)$ Shpitser and Pearl, 2006). Intuitively, this is because the g-formula $p\left(l_{1}, l_{2} \| r_{1}, r_{2}\right)$ (moving forward we drop the subscript $\mathcal{G}$, when it is clear from the context what graph we are referring to) contains the term $p\left(r_{1} \mid u_{2}\right)$ in the denominator, and there is no information on
$U_{2}$ in the observed data.
As we will see, in missing data problems every variable $L_{k}$ is either always observed, or (if it is missing) corresponds to a single counterfactual version $L_{k}^{(1)}$ - the value of $L_{k}$ had we in fact been able to observe it. This allows additional identification theory to be developed specifically for missing data problems that have no analogue in causal inference identification theory. We now formalize missing data as a causal inference problem before discussing identification in graphical models of missing data.

## 3. Missing Data Models As Causal Models

Inferring a parameter of interest in the presence of missing data often involves posing a statistical model that encodes a set of assumptions on the missingness mechanisms. Let $Z=\left(Z_{1}, \ldots, Z_{K}\right)^{T}$ be a vector of $K$ random variables with finite support and probability density $p_{Z}$. Given a sample of the random vector $Z$, let $R=\left(R_{1}, \ldots, R_{K}\right)^{T}$ be the associated vector of binary missingness indicators with $R_{k}=1$ if $Z_{k}$ is observed and $R_{k}=0$ if $Z_{k}$ is missing. Denote the conditional distribution of $R$ given $Z$ by $p_{R \mid Z}$ and the joint distribution of $Z$ and $R$ by $p_{(R, Z)}$, and assume $p_{Z}, p_{R \mid Z}$, and $p_{(R, Z)}$ are contained in models $\mathcal{M}_{Z}, \mathcal{M}_{R \mid Z}$, and $\mathcal{M}=\mathcal{M}_{Z} \otimes \mathcal{M}_{R \mid Z}$, respectively. $\mathcal{M}$ is referred to as a selection model in the missing data literature. The observed data is often denoted by $O=\left(R, Z_{\text {obs }}\right)$, where $Z_{\text {obs }}$ is the subvector of $Z$ corresponding to the subvector of $R$ with components 1, i.e., $Z_{\text {obs }}:=\left\{Z_{k} \in Z\right.$ s.t. $\left.R_{k}=1\right\}$. If $\mathcal{M}$ imposes no restrictions on the observed data distribution $p_{O}$, then it is called a nonparametric saturated model (Robins, 1997).

We can redefine the above using the terminology of causal models described in Section 2. We may view each missingness indicator $R_{k} \in R$ as a treatment variable that can be intervened on. Each $Z_{k} \in Z$ can then be interpreted counterfac-
tually - a random variable had we, possibly contrary to fact, intervened and set the corresponding missingness indicator $R_{k}$ to 1 . By analogy with causal models, from here onward, we refer to $Z_{k}$ as $L_{k}^{\left(r_{k}=1\right)}$ to highlight the counterfactual nature of the variable. This notation explicitly encodes, in counterfactual language, the assumption implicit in classical missing data models, that the value of $Z_{k}$ remains the same regardless of whether any other $Z_{j} \in Z$ is observed or missing (or equivalently $R_{j}$ is 1 or 0 ). This assumption is closely related to the "lack of interference" assumption in causal inference. We collect all these counterfactual variables into a vector $L^{(r=1)}:=\left(L_{1}^{\left(r_{1}=1\right)}, \ldots, L_{K}^{\left(r_{K}=1\right)}\right)^{T}$, and simplify the notation for $L_{k}^{\left(r_{k}=1\right)}, L^{(r=1)}$ via $L_{k}^{(1)}, L^{(1)}$.

The link between $Z$ and $Z_{\text {obs }}$ can be viewed as the link between the counterfactual variables $L^{(1)}$ that are of substantive interest, treatment variables $R$, and factual variables $L$ (a.k.a. proxies) that we observe. Specifically, for any $L_{k}^{(1)} \in L^{(1)}$, its corresponding proxy $L_{k} \in L$ is deterministically defined as a function of $L_{k}^{(1)}$ and $R_{k}$ as follows: $L_{k}=L_{k}^{(1)}$ if $R_{k}=1$ and $L_{k}=$ "?" if $R_{k}=0$. This link is closely related to the consistency assumption in causal inference, described above.

The state space of any $L_{k} \in L$ is equal to the state space of the corresponding $L_{k}^{(1)}$ in $L^{(1)}$ joined with the special value "?". Hence, we denote generic realizations of $L_{k} \in L$ and $L_{k}^{(1)} \in L^{(1)}$ as $l_{k}$ and $l_{k}^{(1)}$, respectively. We denote realizations of $L^{(1)}$ and $L$ by $l^{(1)}$ and $l$, respectively. By consistency, it is always true that $\left.p\left(L_{k}^{(1)} \mid R_{k}\right)\right|_{R_{k}=1}=$ $\left.p\left(L_{k} \mid R_{k}\right)\right|_{R_{k}=1}$, however $\left.p\left(l_{k}^{(1)} \mid r_{k}\right)\right|_{r_{k}=1}=\left.p\left(l_{k} \mid r_{k}\right)\right|_{r_{k}=1}$ is true if and only if $l_{k}^{(1)}=l_{k}$. Our convention is that in any equation or probability expression where $l_{k}^{(1)}$ and $l_{k}$ appear and $r_{k}=1, l_{k}^{(1)}=l_{k}$. Thus $\left.p\left(l_{k}^{(1)} \mid r_{k}\right)\right|_{r_{k}=1}=\left.p\left(l_{k} \mid r_{k}\right)\right|_{r_{k}=1}$ becomes always true. In this way, we can evaluate probability expressions at realizations rather than at the corresponding random variables while still imposing consistency.

We redefine $Z_{\text {obs }}$ via $L=L^{(R)}=\left.L^{(r)}\right|_{R=r}$. With this new notation, the observed
data then changes from $O=\left(R, Z_{\text {obs }}\right)$ to $O=(R, L)$. Note, however, that the state space of $L$ is formed by augmenting the state space of $Z$ with a special value "?". A common goal in missing data problems is to determine whether the joint distribution of the complete data $L^{(1)}:=Z$, that is $p\left(l^{(1)}\right):=p(z) \in \mathcal{M}_{L^{(1)}}:=\mathcal{M}_{Z}$, is identified from the observed data $O=(R, L):=\left(R, Z_{\text {obs }}\right)$, in a model $\mathcal{M}=\mathcal{M}_{R \mid L^{(1)}} \otimes$ $\mathcal{M}_{L^{(1)}}$ defined over the joint distribution of $\left(R, L^{(1)}\right):=(R, Z)$. When discussing identification in missing data problems below, we will refer to $p\left(l^{(1)}\right)$ as the target law, $p\left(r \mid l^{(1)}\right)$ as the missingness mechanism, and $p\left(l^{(1)}, r\right)$ as the full law. These distributions may also be extended with a set of auxiliary variables $W$ that are always observed.

The model $M=M_{R \mid L^{(1)}} \otimes M_{L^{(1)}}$ is said to be nonparametric just identified if: (i) $M_{L^{(1)}}=M_{L^{(1)}}^{\mathrm{np}}$, where $M_{L^{(1)}}^{\mathrm{np}}$ is the set of all distributions of $L^{(1)}$; (ii) the distribution of the observed data $O=(L, R)$ is unrestricted except for positivity and $L_{k}=$ "?" if and only if $R_{k}=0$; (iii) $p\left(l^{(1)}\right)$ is identified from $p(L, R)$.

A necessary and sufficient condition for target law identification is that for all $p\left(r \mid l^{(1)}\right) \in \mathcal{M}_{R \mid L^{(1)}}, p\left(R=1 \mid l^{(1)}\right)>0$ wp1 and $p\left(R=1 \mid l^{(1)}\right)$ is identified from $p(o)$. This follows from the fact that $p\left(R=1, l^{(1)}\right)=p(R=1, l)$ by consistency (which is a function of $p(o))$ and an application of chain rule: $p\left(l^{(1)}\right)=p(l, R=1) / p\left(R=1 \mid l^{(1)}\right)$. Note this expression is exactly the counterfactual $g$-formula (2.1) of the previous section with $a=r$ and $r=1$.

A necessary and sufficient condition for full law identification is that for all $p\left(r \mid l^{(1)}\right) \in \mathcal{M}_{R \mid L^{(1)}}, p\left(R=1 \mid l^{(1)}\right)>0$ wp1 and $p\left(R=r \mid l^{(1)}\right)$ is identified from $p(o)$, for any missingness pattern $r \in\{0,1\}^{K}$. This follows from the chain rule of probability, $p\left(l^{(1)}, R=r\right)=\left\{p(l, R=1) / p\left(R=1 \mid l^{(1)}\right)\right\} \times p\left(R=r \mid l^{(1)}\right)$.

Unless explicitly stated otherwise, we assume $\mathcal{M}_{R \mid L^{(1)}}$ encompasses positive distributions, meaning that for every $p\left(R=r \mid l^{(1)}\right) \in \mathcal{M}_{R \mid L^{(1)}}, p\left(R=r \mid l^{(1)}\right)>$

0 wp 1 for all $r \in\{0,1\}^{K}$. This assumption may be extended to pattern restrictions such as monotonicity, where $p\left(R=r \mid l^{(1)}\right)>0$ for any pattern of values of $R$ where, under some ordering of missingness indicators $R_{1}, \ldots, R_{K}$, if $R_{k}=0$ then $R_{k+1}=0$ wp1 for every $k \in\{1, \ldots, K-1\}$.

A general procedure for analyzing MNAR models proceeds by imposing a set of restrictions on the full data distribution (the target distribution and its missingness mechanism) that are sufficient to yield identification of the parameter of interest. In many models, the restrictions may be represented by a factorization of the full data law with respect to a DAG. Our objective is to identify the target law $p\left(l^{(1)}\right)$ from factual data on variables $(R, L)$ where the missing data model is represented via a DAG with potentially hidden variables. As we will see, restricting attention to such missing data models allows ideas inspired by causal identification theory to be brought to bear. We now describe how DAGs are used to encode independence restrictions of a missing data model.

## 4. Missing Data DAG Models

Unlike a causal DAG, a missing data DAG (or m-DAG for short), includes counterfactual variables on the graph. The only well-defined counterfactual variables in missing data problems are ones representing variables $L$ had they been observed, possibly contrary to fact. The superscript in $L^{(1)}$ thus corresponds to an intervention setting indicators $R$ to 1 .

An m-DAG $\mathcal{G}_{m}$ consists of a set of vertices $V$ associated with variables in $\left\{L^{(1)}, R, L\right\}$. In addition to acyclicity, an m-DAG restricts the presence of certain edges in the following ways:
(a) $\mathrm{pa}_{\mathcal{G}_{m}}\left(L_{k}\right)=\left\{L_{k}^{(1)}, R_{k}\right\}$. That is, each proxy variable $L_{k} \in L$ has only two parents in $\mathcal{G}_{m}$ to represent the deterministic function that defines $L_{k}$ in terms of $L_{k}^{(1)}$ and
$R_{k}$. These edges are drawn in gray in all m-DAGs in this manuscript in order to distinguish deterministic relations from probabilistic ones.
(b) $L^{(1)} \cap\left\{\operatorname{de}_{\mathcal{G}_{m}}(R) \cup \operatorname{de}_{\mathcal{G}_{m}}(L)\right\}=\emptyset$. That is, variables in $R$ and $L$ cannot have directed paths to variables in $L^{(1)}$. In the presence of fully observed auxiliary variables $W$, we also assume $W \cap\left\{\operatorname{de}_{\mathcal{G}_{m}}(R) \cup \operatorname{de}_{\mathcal{G}_{m}}(L)\right\}=\emptyset$.

A special case of missing data DAG models where $\operatorname{ch}_{\mathcal{G}_{m}}\left(L_{i}\right)=\emptyset$ for every $L_{i}$ was considered in Mohan et al. 2013).

Restriction (a) is imposed by definition. Since every $L_{k}$ is a deterministic function of $L_{k}^{(1)}$ and $R_{k}$, only those two variables can serve as causes of $L_{k}$, and thus as parents of $L_{k}$ in the graph. Restriction (b) is imposed to ensure observed treatment variables cannot influence counterfactual variables, which correspond to outcomes after treatments have been intervened on. This restriction is a consequence of the missing data version of consistency, which implies observed variables are caused by their corresponding counterfactuals, and not vice versa.

The above restrictions imply that $\operatorname{ch}_{\mathcal{G}_{m}}\left(L_{k}\right) \subseteq\left\{R_{i} \in R \mid i \neq k\right\}$ and $\operatorname{ch}_{\mathcal{G}_{m}}\left(R_{k}\right) \subseteq$ $\left\{L_{k}\right\} \cup\left\{R_{i} \in R \mid i \neq k\right\}$.

The missing data model of an m-DAG $\mathcal{G}_{m}$, denoted by $\mathcal{M}^{\mathcal{G}_{m}}$, consists of a set of joint distributions $p\left(l, r, l^{(1)}\right)$ that factorize with respect to an m-DAG $\mathcal{G}_{m}$ with vertex set $\left\{L, R, L^{(1)}\right\}$ as follows

$$
\begin{equation*}
\prod_{v_{i} \in l \cup r \cup\left(l^{(1)}\right.} p\left(v_{i} \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(v_{i}\right)\right)=\prod_{l_{k} \in l} p\left(l_{k} \mid l_{k}^{(1)}, r_{k}\right) \times \prod_{v_{i} \in r \cup\left(l^{(1)}\right.} p\left(v_{i} \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(v_{i}\right)\right) . \tag{4.5}
\end{equation*}
$$

The terms $p\left(l_{k} \mid l_{k}^{(1)}, r_{k}\right)$ are deterministically defined: $p\left(L_{k}=l_{k} \mid L_{k}^{(1)}=\right.$ $\left.l_{k}^{(1)}, R_{k}=1\right)=1$ and $p\left(L_{k}=" ? " \mid L_{k}^{(1)}=l_{k}^{(1)}, R_{k}=0\right)=p\left(L_{k}=" ? \mid R_{k}=0\right)=1$ for any $L_{k} \in L$. The joint distribution $p\left(l, r, l^{(1)}\right)$ further satisfies the positivity assumption stated as follows: $p\left(R_{k}=r_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)>0$ wp1 for all $R_{k} \in R$. This assumption excludes monotone missingness.

We can view missing data models associated with m-DAGs as a special case of a causal model of a DAG (with hidden variables) described in the previous section where $Y$ is taken to be $L$, and $A^{\dagger}$ is taken to be $R$, with a set of additional restrictions. Specifically, every variable $L_{k}$ that is potentially missing corresponds to one nontrivial counterfactual $L_{k}^{(1)}$, with the other counterfactual $L_{k}^{(0)}$ trivially defined as "?." In addition, every treatment variable $R_{k}$ in $R$ can only affect exactly one outcome variable, namely $L_{k}$.

Since missing data models associated with m-DAGs are a special case of causal models associated with DAGs, the following results immediately follows.

Proposition 1. Under the missingness model of an m-DAG $\mathcal{G}_{m}$

$$
\begin{equation*}
p\left(l^{(1)}\right)=\prod_{v_{k} \in l^{(1)}} p\left(v_{k} \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(v_{k}\right)\right)=\left.\frac{p(l, r)}{\prod_{r_{k} \in r} p\left(r_{k} \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)}\right|_{r=1} \tag{4.6}
\end{equation*}
$$

The second equality in (4.6) is the missing data DAG equivalent of the counterfactual g-formula in (2.1) for causal inference problems. In missing data DAG models, any counterfactual variable $L_{k}^{(1)}$ is allowed to have elements of $R$ as children. This means that the g-formula in (4.6) does not necessarily lead to identification of $p\left(l^{(1)}\right)$ in terms of the observed data distribution $p(l, r)$. This is because $\mathrm{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)$ in $p\left(r_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)$ may involve values in $l^{(1)}$ which are not always observed and cannot be immediately dropped via independence assumptions. In the next section, we illustrate via a number of examples how identification may nevertheless be accomplished in some missing data DAG models representing MNAR mechanisms.

Similar to Rubin's hierarchy of missingness mechanisms, it is possible to set up a hierarchy for missing data DAG models that define the complexity of identification techniques required. The missing data DAG model for a graph $\mathcal{G}_{m}$ with vertices $\left\{L^{(1)}, R, L\right\}$ is said to be

- Missing Completely At Random (MCAR) if $\prod_{r_{k} \in r} p\left(r_{k} \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)$ is not a
function of variables in $L^{(1)}$ and $L$. Graphically speaking there are no edges that point to variables in $R$.
- Missing At Random (MAR) if $\prod_{r_{k} \in r} p\left(r_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)$ is not a function of variables in $L^{(1)}$. Graphically speaking there are no edges from variables in $L^{(1)}$ to variables in $R$. Note that this model is a submodel of the MAR model, described below, with the additional restriction that the full law factorizes with respect to an m-DAG.
- Missing Not At Random (MNAR) otherwise.

A MAR missingness mechanism, according to Rubin's definition, requires that for any given missingness pattern, the missingness is independent of the missing values given the observed values. These types of restrictions are with respect to missingness patterns $R=r$ (a total of $2^{K}$ distinct patterns for models with $K$ missing variables). This missingness mechanism cannot be represented via graphs, and several authors have noted the difficulty in interpretation of MAR models in practice (Schafer and Graham, 2002; McKnight et al., 2007; Graham, 2012; Tian, 2015). The above graphical hierarchy provides a more intuitive description of the above types of missingness mechanisms, in the sense that any missing data model associated with an m-DAG comes equipped with a ready description of a data generating process, where variables are generated sequentially according to a total order consistent with the m-DAG.

Further, while there exist MNAR models whose restrictions cannot be represented graphically, for instance the complete-case missing value model (Little, 1993), or the discrete choice model (Tchetgen et al., 2018), the restrictions posed in several popular MNAR models, such as the permutation model (Robins, 1997), the block-sequential MAR model (Zhou et al., 2010), and those in Daniel et al. (2012); Thoemmes and Rose (2013); Martel García (2013); Mohan et al. (2013); Shpitser (2016a); Saadati

(a) Permutation

(b) Block-parallel

(c) Block-sequential

(d) MAR example

Figure 2: Examples of missing data DAG models.
and Tian (2019); Bhattacharya et al. (2019) and Nabi et al. (2020) correspond to DAGs. Models described in Shpitser, 2016b; Sadinle and Reiter, 2017; Malinsky et al., 2021) correspond to graphical models that generalize DAG models, and are instead associated with chain graphs (Lauritzen, 1996).

We now describe some missing data models, focusing on those with restrictions that can be defined via m-DAGs, in more detail.

Permutation model. Given an ordering (permutation) indexed by $k \in\{1, \ldots, K\}$ on variables in $L^{(1)}$, Robins (1997) defined a permutation missingness model by the restrictions that $R_{k}$ is independent of the current and past $L^{(1)}$ given the observed past and future $L^{(1)}$ variables. We denote this model by $\mathcal{M}^{\text {per }}$. Formally, $\mathcal{M}^{\text {per }}$ is defined by the following conditional independence restrictions: $R_{k} \Perp \bar{L}_{k}^{(1)} \mid \bar{R}_{k-1}, \bar{L}_{k-1}, \underline{L}_{k+1}^{(1)}$ for all $k \in\{1, \ldots, K\}$. The graphical representation of $\mathcal{M}^{\text {per }}$ for two time points defined by these set of independencies is shown in Fig. 2(a). The local Markov property for this DAG model yields the following set of independence restrictions: $R_{1} \Perp L_{1}^{(1)} \mid L_{2}^{(1)}$ and $R_{2} \Perp L_{2}^{(1)}, L_{1}^{(1)} \mid L_{1}, R_{1}$.

Block-parallel MNAR model. The block-parallel MNAR model, denoted $\mathcal{M}^{\text {b-par }}$, was introduced in Mohan et al. (2013). It is defined by the following conditional independence restrictions: $R_{k} \Perp\left\{L_{k}^{(1)}, R_{-k}\right\} \mid L_{-k}^{(1)}$, for all $k \in\{1, \ldots, K\}$,
where $V_{-k}:=V \backslash V_{k}$. The reason for our use of this name should become apparent in Section 5.2 when we discuss the identification of this missing data model. The graphical representation of $\mathcal{M}^{\text {b-par }}$ for two time points, defined by this set of independencies, is shown in Fig. 2(b). The local Markov property for this DAG model implies: $R_{1} \Perp L_{1}^{(1)}, R_{2} \mid L_{2}^{(1)}$ and $R_{2} \Perp L_{2}^{(1)}, R_{1} \mid L_{1}^{(1)}$.

Block-sequential MNAR model. The block-sequential MNAR model, denoted by $\mathcal{M}^{\text {b-seq }}$, was introduced in Zhou et al. (2010), under the name "blockconditional MAR." We use our alternative name to make it clear that this model is not MAR but MNAR. It is defined by the following conditional independence restrictions: $R_{k+1} \Perp \underline{L}_{k+1}^{(1)} \mid \bar{R}_{k}, \bar{L}_{k}^{(1)}, \quad \forall k \in\{1, \ldots, K\}$. The graphical representation of $\mathcal{M}^{\text {b-seq }}$ for two time points, defined by this set of independencies, is shown in Fig. 2(c). The local Markov property for this DAG model implies: $R_{1} \Perp L_{1}^{(1)}, L_{2}^{(1)}$ and $R_{2} \Perp L_{2}^{(1)} \mid R_{1}, L_{1}^{(1)}$.

An example of a MAR model. The model introduced in Rubin (1976) is defined via the following conditional independence restrictions:

$$
\mathbb{I}(R=r) \Perp\left\{L_{i}^{(1)} ; r_{i}=0\right\} \mid\left\{L_{j}^{(1)} ; r_{j}=1\right\} \quad \text { for all } r \in\{0,1\}^{K},
$$

where $\mathbb{I}($.$) is the indicator function. This MAR model cannot be represented by a$ DAG $\mathcal{G}_{m}$ with vertices $V=\left\{L^{(1)}, R, L\right\}$. This follows because the $2^{K}$ variables $\mathbb{I}(R=$ $r)$ are not vertices on the graph. However, we can have more intuitive submodels of the MAR model that can be represented graphically. The missing data DAG for two time points in Fig. 2(d) is one example. The local Markov property for this DAG model implies: $R_{1} \Perp L_{1}^{(1)}, L_{2}^{(1)}$ and $R_{2} \Perp L_{2}^{(1)} \mid R_{1}, L_{1}$.

An interesting observation is that under the monotonicity assumption, the MAR model in Fig. 2(d) and the block-sequential MNAR model in Fig. 2(c) are identical. The monotonicity assumption in the block-sequential MNAR model imposes restrictions on the univariate conditionals of each $R_{k}$ given their parents on the graph:
evaluating any of the parental missingness indicators at zero deterministically defines the conditional density of $p\left(r_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)$. This is because if $i \prec_{\mathcal{G}_{m}} k$, and $R_{i}=0$ then it must be the case that $R_{k}=0$, otherwise the monotonicity assumption is violated. The only non-deterministic evaluation of the univariate conditionals occurs when $R_{i}=1, \forall R_{i} \in \mathrm{pa}_{\mathcal{G}_{m}}\left(R_{k}\right)$. Thus, by consistency, we can replace the pair $\left(R_{i}=1, L_{i}^{(1)}\right) \in \operatorname{pa}_{\mathcal{G}_{m}}\left(R_{k}\right)$ with $\left(R_{i}=1, L_{i}\right)$. The equivalent graphical operation is replacing the set of edges $\left\{L_{i}^{(1)} \rightarrow R_{j} \leftarrow R_{i}\right\}$ with the set $\left\{L_{i} \rightarrow R_{j} \leftarrow R_{i}\right\}$. This renders the DAG in Fig. 2(c) and the one in Fig. 2(d) equivalent. The monotonicity assumption is a restriction on patterns, and cannot be directly represented in an mDAG, unless it is augmented with additional edge markings denoting deterministic relationships among $R$ variables that define monotonicity.

## 5. Identification in Missing Data DAG Models

Given a missing data DAG model, our objective is to determine whether the target law $p\left(l^{(1)}\right)$, or a fixed function $h\left(l^{(1)}\right)$, can be identified as a function of the observed data law $p(r, l)$, and if so, find the identifying functional. To aid subsequent developments we will reformulate the identification problem in missing data models using the language common in causal inference. In this view, given an underlying variable $L_{i}^{(1)}$, the corresponding proxy variable $L_{i}$ is viewed as an observed version of "the outcome," and the corresponding missing indicator $R_{i}$ as the observed version of "the treatment." In this view, the distribution $p\left(l^{(1)}\right)$ may be viewed instead as $p(l \| r=1)$ - the distribution where all missingness indicators in $R$ are intervened on and set to 1 . By consistency in missing data, we have the following equalities $p\left(l^{(1)}\right)=p(l \| r=1)=p\left(l^{(1)} \| r=1\right)=p\left(l^{(1)}, l \| r=1\right)$.

Recall from Proposition (1) that identification of the target law $p\left(l^{(1)}\right):=p(l \| r=$ 1 ) is equivalent to identification of the missingness mechanism evaluated at $R=1$, i.e.,
the probability of observing the complete cases missing data pattern: $\prod_{R_{i} \in R} p\left(R_{i}=\right.$ $\left.1 \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(r_{i}\right)\right)\left.\right|_{R=1}$. If each conditional factor $p\left(r_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)$ (evaluated at $R=$ 1) is identified in this product, then the complete cases missing data pattern, and consequently the target law would be identified. We refer to the conditional factor $p\left(R_{k}=1 \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)$ as the propensity score for $R_{k}$. Via a series of examples, we explore different identification strategies for identifying the distribution of the missingness mechanism $p\left(r \mid \operatorname{pa}_{\mathcal{G}_{m}}(r)\right)$ evaluated at the complete cases pattern values: $R=1$.

## A Single Variable Interventional Reformulation of the Counterfactual G-

 formula. Given a joint distribution $p\left(l^{(1)}, r, l\right)$ that factorizes according to a DAG $\mathcal{G}_{m}$, the intervention on $R_{k} \in R$ is defined via a truncated factorization where the joint distribution is divided by the identified propensity score of $R_{k}$. That is:$$
\begin{equation*}
p\left(l^{(1)} \backslash l_{k}^{(1)}, r \backslash r_{k}, l \| r_{k}=1\right):=\left.\frac{p\left(l^{(1)} \backslash l_{k}^{(1)}, r, l\right)}{p\left(r_{k} \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)}\right|_{R_{k}=1} \tag{5.7}
\end{equation*}
$$

When we intervene on $R_{k}$ and set it to 1 , it becomes redundant to include both $L_{k}^{(1)}$ and $L_{k}$ in the joint distribution as they represent the same random variable when $R_{k}=1$; hence we drop $L_{k}^{(1)}$ from both sides of the equation.

The propensity score of $R_{k}$ is identified if we can replace each $L_{j}^{(1)} \in \mathrm{pa}_{\mathcal{G}_{m}}\left(R_{k}\right)$ with $\left\{L_{j}, R_{j}=1\right\}$. Such replacements are sometimes justified due to conditional independence restrictions in the full data distribution. For instance in Fig. 2(b), the propensity of $R_{1}$ is identified because we have $p\left(r_{1} \mid l_{2}^{(1)}\right)=p\left(r_{1} \mid l_{2}^{(1)}, R_{2}=1\right)=p\left(r_{1} \mid\right.$ $l_{2}, R_{2}=1$ ), since $R_{1} \Perp R_{2} \mid L_{2}^{(1)}$. When missingness indicators are connected, we may lose some of these convenient independence constraints. For instance in Fig. 2(a), $R_{1}$ and $R_{2}$ are no longer conditionally independent; thus identification of $p\left(r_{1} \mid l_{2}^{(1)}\right)$ is not as straightforward as it is in Fig. 2(b). However, due to an invariance property of the propensity scores, we can sometimes succeed in identification by exploring
interventional distributions where a subset of observed variables are intervened on and consequently certain edges are removed. We formalize this property in the following lemma, which is analogous to the invariance property in causal inference.

Lemma 1 (Invariance property). Given the propensity score for $R_{k} \in R$, the conditioning set $\mathrm{pa}_{\mathcal{G}_{m}}\left(R_{k}\right)$ captures the direct causes of $R_{k}$ and hence remains invariant under any set of interventions that disrupts other parts of the joint factorization. Given $R^{*} \subseteq R \backslash R_{k}$, we have

$$
\begin{equation*}
p\left(r_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)=p\left(r_{k} \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(r_{k}\right) \| r^{*}=1\right) \tag{5.8}
\end{equation*}
$$

Using this property, we now explore various strategies for target law identification in MNAR models. In Section 5.1, we use the permutation model as an example to illustrate how missingness mechanisms can sometimes be identified via a sequence of interventions on missingness indicators. This is analogous to causal inference techniques used in longitudinal studies to sequentially identify the effect of multiple treatments. An intervention in missing data, unlike interventions in causal inference, can sometimes induce selection bias due to conditioning on a subset of missingness indicators that have not yet been intervened on. Introduction of selection during intervention operations may make identification by means of sequential applications of the truncated factorization impossible. In Section 5.2, we illustrate the selection issue of sequential interventions on the block-parallel model, and show how parallel (simultaneous) interventions can obtain identification even if selection is present. In some missing data models, such as the block-sequential model, we can identify the missingness probability of the complete cases pattern via either sequential or parallel application of interventions. In Sections 5.3 through 5.5, we go over examples where a combination of sequential and parallel interventions are needed to identify each propensity score. In Section 5.6, we unify ideas explored in this section to yield
a general identification procedure for arbitrary missing data DAGs by exploring all possible partial orders of interventions defined on the observed variables on the graph. We also discuss some graphical structures in missing data DAG models that impede nonparametric identification of the model.

### 5.1 Sequential Interventions

Consider the permutation model $\mathcal{M}^{\text {per }}$ with two time points, redrawn in Fig. 3(a). Our objective is to identify $p\left(l_{1}^{(1)}, l_{2}^{(1)}\right):=p\left(l_{1}, l_{2} \| r_{1}=1, r_{2}=1\right)$ as a function of observed data. This can be done in two steps: we first intervene on $R_{2}$, then we intervene on $R_{1}$.

Step 1. Intervene on $R_{2}$ to get $p\left(\| r_{2}=1\right)$. The propensity score of $R_{2}, p\left(r_{2} \mid r_{1}, l_{1}\right)$, is a function of observed data and so the corresponding post intervention distribution is immediately identified. Intervening on $R_{2}$ and setting it to 1 yields the following kernel:

$$
\begin{equation*}
p\left(l_{1}^{(1)}, l_{2}, r_{1}, l_{1} \| r_{2}=1\right)=\frac{p\left(l_{1}^{(1)}, l_{1}, l_{2}, r_{1}, r_{2}=1\right)}{p\left(r_{2}=1 \mid r_{1}, l_{1}\right)} \tag{5.9}
\end{equation*}
$$

By consistency in missing data, $p\left(l_{2} \| r_{2}=1\right), p\left(l_{2}^{(1)} \| r_{2}=1\right)$, and $p\left(l_{2}^{(1)}, l_{2} \| r_{2}=1\right)$ all represent the same object. This kernel factorizes with respect to the (conditional) m-DAG shown in Fig. 3(b), obtained from Fig. 3(a) by removing edges $R_{1} \rightarrow R_{2}$ and $L_{1} \rightarrow R_{2}$, and denoting the vertex $R_{2}$ as a square showing $r_{2}=1$, indicating the intervention setting $R_{2}$ to 1 .

In general, the graphical analogue of the intervention on $R_{k}$ entails removing all edges with arrowheads into $R_{k}$ in the corresponding missing data graph. We denote vertices corresponding to variables that have been intervened on with rectangles. Further, the pair $\left(L_{k}^{(1)}, L_{k}\right)$ is treated as a single variable on the graph after intervening and setting $R_{k}=1$ due to the deterministic relation of $L_{k}$ with $L_{k}^{(1)}$ and $R_{k}$. We keep
the proxy variable on the graph but in gray with dashed edges.
Step 2. Intervene on $R_{1}$ after intervening on $R_{2}$ to get $p\left(. \| r_{1}=1, r_{2}=1\right)$. In the second step, we want to intervene on $R_{1}$ in the kernel $p\left(. \| r_{2}=1\right)$ which is Markov relative to the DAG in Fig. 3(b). In order to perform this intervention, we need to show that $p\left(r_{1} \mid l_{2}^{(1)} \| r_{2}=1\right)$ is a function of $p(r, l)$. Using consistency, we have $p\left(r_{1} \mid l_{2}^{(1)} \| r_{2}=1\right)=p\left(r_{1} \mid l_{2} \| r_{2}=1\right.$ ), and using kernel probability rules (provided in 2.3), we have $p\left(r_{1} \mid l_{2} \| r_{2}=1\right)=p\left(l_{2}, r_{1} \| r_{2}=1\right) / \sum_{r_{1}} p\left(l_{2}, r_{1} \| r_{2}=1\right)$. The numerator here is simply a marginal of the kernel $p\left(. \| r_{2}=1\right)$ in (5.9) and is identified as follows:

$$
\begin{aligned}
p\left(l_{2}, r_{1} \| r_{2}=\right. & 1)=\sum_{l_{1}, l_{1}^{(1)}} p\left(l_{1}^{(1)}, l_{2}, r_{1}, l_{1} \| r_{2}=1\right)=\sum_{l_{1}, l_{1}^{(1)}} \frac{p\left(l_{1}^{(1)}, l_{1}, l_{2}, r_{1}, r_{2}=1\right)}{p\left(r_{2}=1 \mid r_{1}, l_{1}\right)} \\
& =\sum_{l_{1}} \frac{p\left(l_{1}, l_{2}, r_{1}, r_{2}=1\right)}{p\left(r_{2}=1 \mid r_{1}, l_{1}\right)}=\sum_{l_{1}} p\left(r_{1}, l_{1}\right) \times p\left(l_{2} \mid r_{1}, l_{1}, r_{2}=1\right)
\end{aligned}
$$

Consequently, we are able to identify the propensity score of $R_{1}$ in the second step and proceed with the intervention on $R_{1}$, using the kernel in (5.9). This yields a new kernel that factorizes with respect to the DAG in Fig. 3(c) and corresponds to the target law $p\left(l_{1}^{(1)}, l_{2}^{(1)}\right)$. Putting all the pieces together, the target law is identified as:

$$
\begin{align*}
& p\left(l_{1}, l_{2} \| r=1\right)=\frac{p\left(l_{1}^{(1)}, l_{2}, r_{1}=1, l_{1} \| r_{2}=1\right)}{p\left(r_{1}=1 \mid l_{2} \| r_{2}=1\right)}  \tag{5.10}\\
& \quad=\frac{p\left(l_{1}, l_{2}, r_{1}=1, r_{2}=1\right)}{p\left(r_{2}=1 \mid r_{1}=1, l_{1}\right) \times p\left(r_{1}=1 \mid l_{2} \| r_{2}=1\right)} \\
& \quad=\frac{p\left(l_{1}, l_{2}, r_{1}=1, r_{2}=1\right)}{p\left(r_{2}=1 \mid r_{1}=1, l_{1}\right) \times \frac{\sum_{l_{1}} p\left(l_{2} \mid r_{2}=1, r_{1}=1, l_{1}\right) \times p\left(r_{1}=1, l_{1}\right)}{\sum_{l_{1}, r_{1}} p\left(l_{2} \mid r_{2}=1, r_{1}, l_{1}\right) \times p\left(r_{1}, l_{1}\right)}} .
\end{align*}
$$

The identified forms of the two propensity scores in this example are quite different. The propensity score of $R_{2}, p\left(r_{2}=1 \mid r_{1}, l_{1}\right)$, corresponds to the conditional factor in the full factorization of the joint. The propensity score of $R_{1}, p\left(r_{1}=1 \mid l_{2} \| r_{2}=1\right)$, is a complex function of $p(r, l)$ and corresponds to a conditional distribution in a


Figure 3: An illustration of the operation of a sequential identification algorithm. (a) Permutation model; (b) Intervention on $R_{2}$; (c) Intervention on $R_{1}$ after $R_{2}$.
hypothetical world where $L_{2}^{(1)}$ is rendered observed and equal to $L_{2}$ via an intervention that sets $R_{2}$ to 1 .

The fact that $R_{1}$ had a counterfactual parent $L_{2}^{(1)}$ in Fig. 3(a), but $R_{1} \not \Perp R_{2} \mid$ $\operatorname{pa}_{\mathcal{G}_{m}}\left(R_{1}\right)$ ensured that the propensity score $p\left(r_{1} \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(r_{1}\right)\right)$ required to intervene on $R_{1}$ is not immediately identifiable. This induced a strict total ordering by which $R_{1}$ and $R_{2}$ had to be intervened on. A total order is a special case of a strict partial order which is defined as an irreflexible, anti-symmetric, and transitive binary relation. In our simple example above, to get identification for the target law we needed to follow the order $\left\{I_{r_{2}}<I_{r_{1}}\right\}$, where $I_{r_{k}}$ denotes an intervention on $R_{k}$. This sequential procedure generalizes to an arbitrary number of time points in the permutation model, where investigators take repeated measurements of some outcome over $K$ time points. The total order for identifying the target law $p\left(l_{1}^{(1)}, \ldots, l_{K}^{(1)}\right)$ is then given by a reverse topological ordering on the missingness indicators $\left\{I_{r_{K}}<\cdots<I_{r_{1}}\right\}$, i.e., we begin by intervening on the missingness indicator $R_{K}$ corresponding to the final time point and proceed backwards (Robins, 1997).

Recall that in the causal model discussed earlier corresponding to Fig. 1, identification was not possible due to the presence of $U_{1}$ and $U_{2}$ instead of the counterfactuals
$L_{1}^{(1)}$ and $L_{2}^{(2)}$. Clearly the key for obtaining identification was the additional information provided by counterfactuals $L^{(1)}$, which are sometimes observed, rather than $U$ variables, which are never observed. In analogy with missing data, one may consequently suggest to consider placing counterfactual versions of observed variables on the graph in causal inference (instead of the hidden variables), with the understanding that a pair of counterfactuals $L^{(1)}, L^{(0)}$ corresponding to $L$ (for some treatment $A$ ) may potentially be easier to take into account for identification compared to hidden variables. This is because the counterfactual pair $L^{(1)}, L^{(0)}$ is partiallly observed, due to the consistency property, unlike a purely hidden variable $U$. However, this is also insufficient for obtaining identification. In Section 6, we discuss why identification strategies in missing data does not readily translate to causal inference.

### 5.2 Parallel Interventions

The sequential identification strategy in $\mathcal{M}^{\text {per }}$ coupled with consistency (i.e., $L_{i}^{(1)}=$ $L_{i}$ if $R_{i}=1$ ) resembles identification strategies employed in causal inference problems where the intervention distribution associated with a multivariate treatment $R=$ $\left(R_{1}, R_{2}\right)^{T}$ is obtained sequentially by intervening on treatment variables one at a time. We now discuss an example that shows sequential strategies as in causal inference are insufficient and that there exists a class of missing data models where missingness indicators must be intervened on "in parallel" to identify the target law.

The simplest example of a model in this class is the block-parallel MNAR model $\mathcal{M}^{\mathrm{b} \text {-par }}$ with two time points, redrawn in Fig. 4(a). Identification of $p\left(l_{1}^{(1)}, l_{2}^{(1)}\right):=$ $p\left(l_{1}, l_{2} \| r_{1}=1, r_{2}=1\right)$ can be obtained in a single step as follows:

$$
\begin{equation*}
\left.\frac{p\left(l_{1}, l_{2}, r_{1}, r_{2}\right)}{p\left(r_{1} \mid l_{2}^{(1)}\right) \times p\left(r_{2} \mid l_{1}^{(1)}\right)}\right|_{r=1}=\frac{p\left(l_{1}, l_{2}, r_{1}=1, r_{2}=1\right)}{p\left(r_{1}=1 \mid l_{2}, r_{2}=1\right) \times p\left(r_{2}=1 \mid l_{1}, r_{1}=1\right)} \tag{5.11}
\end{equation*}
$$

The first equality holds by (4.6) and the second equality holds due to the indepen-


Figure 4: An illustration of the operation of a parallel identification algorithm. (a) Block-parallel; (b) Intervention on $R_{2}$ and selection on $R_{1}$; (c) Intervention on $R_{1}$ and selection on $R_{2}$.
dence restrictions implied by $\mathcal{M}^{\text {per }}$ which are: $R_{1} \Perp R_{2} \mid L_{2}^{(1)}$ and $R_{1} \Perp R_{2} \mid L_{1}^{(1)}$. Given these independencies, both propensity scores in the denominator are easily identified as functions of the observed data.

We now illustrate why the sequential approach to identification fails in this example and that the simultaneous evaluation of the two propensity scores is necessary to yield target law identification. Assume we proceed with our two-step sequential procedure by first intervening on $R_{2}=1$. This results in the following kernel Markov relative to the DAG in Fig. 4(b)

$$
\begin{equation*}
p\left(l_{1}^{(1)}, l_{2}, r_{1}, l_{1} \| r_{2}=1\right)=\left.\frac{p\left(l_{1}^{(1)}, l_{1}, l_{2}, r_{1}, r_{2}\right)}{p\left(r_{2} \mid l_{1}^{(1)}\right)}\right|_{r_{2}=1}=\frac{p\left(l_{1}^{(1)}, l_{1}, l_{2}, r_{1}, r_{2}=1\right)}{p\left(r_{2}=1 \mid l_{1}^{(1)}, r_{1}\right)} \tag{5.12}
\end{equation*}
$$

The intervention on $R_{1}$ in the second step of the sequential procedure requires dividing the above kernel $p\left(. \| r_{2}=1\right)$ by the propensity score of $R_{1}, p\left(r_{1} \mid l_{2}^{(1)}\right)=p\left(r_{1} \mid\right.$ $\left.l_{2} \| r_{2}=1\right)$. Using Bayes rule, this propensity can be obtained from $p\left(r_{1}, l_{2} \| r_{2}=1\right)$. However, we can only identify $p\left(r_{1}=1, l_{2} \| r_{2}=1\right)$ from $p\left(. \| r_{2}=1\right)$. This is because $l_{1}^{(1)}$ appears in both the numerator and denominator, and when $R_{1}=0$, we cannot observe $l_{1}^{(1)}$. Hence, the kernel in 5.12 is identified only when evaluated at
$R_{1}=1$. The fact that this kernel is not available at all levels of $R_{1}$ prevents us from sequentially obtaining $p\left(r_{1} \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(r_{1}\right)\right)=p\left(r_{1} \mid l_{2} \| r_{2}=1\right)=p\left(l_{2}, r_{1} \| r_{2}=\right.$ 1) $/ p\left(l_{2} \| r_{2}=1\right.$ ) (where the first equality follows from invariance and the second from rules of kernel probability) due to our inability to sum out $R_{1}$ from $p\left(l_{2}, r_{1} \| r_{2}=1\right)$ to obtain $p\left(l_{2} \| r_{2}=1\right)$.

The above is an example of what we term selection bias. In this case, division by $p\left(r_{2} \mid l_{1}^{(1)}\right)$ in 5.12 induces selection on $R_{1}$, a variable that is not yet intervened on, in the kernel $p\left(. \| r_{2}=1\right)$. We draw a gray circle around the vertices on the graph that are selected on (or conditioned on) to distinguish it from interventions. Attempting a sequential identification procedure starting with $R_{1}$ would similarly induce selection bias on $R_{2}$ in the kernel $p\left(\| r_{1}=1\right)$, as shown in Fig. 4 (c). Since it is not possible to obtain identification by performing the intervention operation in a sequence, no total ordering on missingness indicators can be imposed here. Instead, interventions on $R_{1}$ and $R_{2}$ are incomparable, and thus form a partial rather than a total ordering, which is simply denoted via $\left\{I_{r_{1}}, I_{r_{2}}\right\}$. Specifically, this notation denotes a partial order relationship on a set of two elements corresponding to interventions on indicators $R_{1}$ and $R_{2}$, where these elements are incompatible according to the order.

In some missingness models, we might be able to identify the target law in multiple ways. For instance, in the block-sequential MNAR model, the target law can be identified via either a sequence of interventions on missingness indicators in $R$, or via a one-step parallel intervention on all variables in $R$. These two strategies result in two equivalent representations of the same identifying functional. These representations may, however, suggest different estimation strategies.

### 5.3 Sequential and Parallel Interventions

The previous two examples considered how identification of the target law in missing data problems entails evaluating the $g$-formula either sequentially or in parallel. These examples are special cases of a general identification algorithm for graphical missing data models, introduced in Shpitser et al. (2015). However, this algorithm is not complete in that it fails to account for the following example, and examples like it, where sequential and parallel applications of the g -formula must be combined in order to identify all of the propensity scores, and hence the target law.

Consider the missing data model shown in Fig. 5(a) on three variables. The target law $p\left(l_{1}^{(1)}, l_{2}^{(1)}, l_{3}^{(1)}\right):=p\left(l_{1}, l_{2}, l_{3} \| r_{1}=1, r_{2}=1, r_{3}=1\right)$ is equivalent to the following:

$$
\begin{equation*}
\left.\frac{p\left(l_{1}, l_{2}, l_{3}, r_{1}, r_{2}, r_{3}\right)}{p\left(r_{1} \mid l_{2}^{(1)}, l_{3}^{(1)}\right) \times p\left(r_{2} \mid l_{3}^{(1)}, r_{1}\right) \times p\left(r_{3} \mid l_{2}^{(1)}, r_{1}\right)}\right|_{r=1} \tag{5.13}
\end{equation*}
$$

Neither of the approaches discussed in the previous two subsections would yield an identified missingness mechanism for the example of Fig. 5(a). First, the sequential application discussed in (5.1) fails since the selection induced on $R_{2}$ after intervening on $R_{3}$ impedes our next move in doing an intervention on $R_{2}$. This is because obtaining $p\left(r_{2} \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(r_{2}\right)\right)$ from the kernel $p\left(. \| r_{3}=1\right)$ requires summing over $R_{2}$ (by Bayes rule), and that is not possible as $R_{2}$ is conditioned/forced to be one in the kernel. A similar problem persists if we intervene on $R_{2}$ first ( $R_{3}$ is conditioned to be one in the kernel $p\left(. \| r_{2}=1\right)$ ). A sequential application starting with $R_{1}$ is not possible since we cannot immediately obtain $p\left(r_{1} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{1}\right)\right)$. This is because $R_{1}$ has counterfactual parents $L_{2}^{(1)}$ and $L_{3}^{(1)}$, but is not conditionally independent of the corresponding missingness indicators $R_{2}$ and $R_{3}$ given its parents. The parallel application discussed in (5.2) fails for the same reason, i.e., the propensity score for $R_{1}$ is not immediately identified.


Figure 5: (a) An example m-DAG corresponding to a model where interventions must be applied both sequentially and in parallel to yield identification; (b) Graph derived from (a) representing the intermediate step of the identification algorithm where $R_{2}$ and $R_{3}$ are simultaneously set to 1 .

We now show identification of this target distribution is still possible, but only by evaluating the g -formula in two sequential steps, with the first step consisting of a parallel evaluation of propensity scores for $R_{2}$ and $R_{3}$, and the second step consisting of the evaluation of propensity score for $R_{1}$ using the kernel distribution obtained from the first step.

Step 1. Intervene on $R_{2}$ and $R_{3}$ in parallel to get $p\left(. \| r_{2}=1, r_{3}=1\right)$. The factorization of join distribution in Fig. 5(a) implies $R_{2} \Perp R_{3} \mid L_{3}^{(1)}, R_{1}$ and $R_{3} \Perp$ $R_{2} \mid L_{2}^{(1)}, R_{1}$. These independencies directly yield identified propensity scores for $R_{2}$ and $R_{3}$ as follows:

$$
\begin{align*}
& \left.p\left(r_{2} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{2}\right)\right)\right|_{r=1}=\left.p\left(r_{2} \mid l_{3}^{(1)}, r_{1}\right)\right|_{r=1}=p\left(r_{2}=1 \mid l_{3}, r_{1}=r_{3}=1\right),  \tag{5.14}\\
& \left.p\left(r_{3} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{3}\right)\right)\right|_{r=1}=\left.p\left(r_{3} \mid l_{2}^{(1)}, r_{1}\right)\right|_{r=1}=p\left(r_{3}=1 \mid l_{2}, r_{1}=r_{2}=1\right) . \tag{5.15}
\end{align*}
$$

This immediately implies that $R_{2}$ and $R_{3}$ can be intervened on in parallel, similar to the block-parallel example in the previous subsection. This results in the following
kernel that factorizes with respect to the DAG in Fig. 5(b),

$$
p\left(l_{1}^{(1)}, l_{2}, l_{3}, r_{1}, l_{1} \| r_{2}=r_{3}=1\right)=\frac{p\left(l_{1}^{(1)}, l_{1}, l_{2}, l_{3}, r_{1}, r_{2}=1, r_{3}=1\right)}{p\left(r_{2}=1 \mid l_{3}, r_{1}, r_{3}=1\right) \times p\left(r_{3}=1 \mid l_{2}, r_{1}, r_{2}=1\right)} .
$$

The same strategy cannot be used for expressing $p\left(r_{1} \mid \operatorname{pa}_{\mathcal{G}}\left(r_{1}\right)\right)=p\left(r_{1} \mid l_{2}^{(1)}, l_{3}^{(1)}\right)$ as a function of the factual distribution since $R_{1} \not \Perp\left\{R_{2}, R_{3}\right\} \mid L_{2}^{(1)}, L_{3}^{(1)}$ under this model. However, a second, more involved, step leads to identifying the propensity score of $R_{1}$ and thus the target law $p\left(l_{1}^{(1)}, l_{2}^{(1)}, l_{3}^{(1)}\right)$.

Step 2. Intervene on $R_{1}$ after intervening on $R_{2}, R_{3}$ to get $p\left(\| r_{1}=1, r_{2}=\right.$ $1, r_{3}=1$ ). In the second step, we want to intervene on $R_{1}$ using the above kernel $p\left(. \| r_{2}=1, r_{3}=1\right)$ Markov relative to the DAG in Fig. 5(b). In order to perform this intervention, we need to show that the propensity of $R_{1}, p\left(r_{1} \mid l_{2}^{(1)}, l_{2}^{(1)}\right)=p\left(r_{r} \mid\right.$ $\left.l_{2}, l_{3} \| r_{2}=1, r_{3}=1\right)$ is a function of $p(r, l)$. We have $p\left(r_{1} \mid l_{2}, l_{3} \| r_{2}=r_{3}=1\right)=$ $p\left(l_{2}, l_{3}, r_{1} \| r_{2}=r_{3}=1\right) / \sum_{r_{1}} p\left(l_{2}, l_{3}, r_{1} \| r_{2}=r_{3}=1\right)$. The numerator here is identified by simply marginalizing out $l_{1}^{(1)}$ from the kernel $p\left(. \| r_{2}=r_{3}=1\right)$. Consequently, the propensity score of $R_{3}$ is rendered identified and we can identify the target law in (5.13) via:

$$
p\left(l_{1}, l_{2}, l_{3} \| r=1\right)=\left.\frac{p\left(l_{1}^{(1)}, l_{2}, l_{3}, r_{1}, l_{1} \| r_{2}=1, r_{3}=1\right)}{p\left(r_{1} \mid l_{2}, l_{3} \| r_{2}=1, r_{3}=1\right)}\right|_{r_{1}=1}
$$

In conclusion, the parallel interventions on $R_{2}$ and $R_{3}$ do not induce selection bias on $R_{1}$. Therefore, we are able to proceed with the sequential application of the g-formula and obtain $p\left(r_{1} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{1}\right)\right)$ from the kernel $p\left(\| r_{2}=1, r_{3}=1\right)$. In other words, identification of the target law is only possible if $R_{1}$ was intervened on only after $R_{2}$ and $R_{3}$ were simultaneously intervened on. This identification procedure also induces a partial ordering for the interventions on the missingness indicators. The partial order of interventions in the above example can be written as $\left\{\left\{I_{r_{2}}, I_{r_{3}}\right\}<I_{r_{1}}\right\}$; that is interventions on $R_{2}$ and $R_{3}$ are incompatible, but both must occur prior to an intervention on $R_{1}$.

### 5.4 Identifying Propensity Scores with Different Partial Orders

In the examples discussed so far, all missingness indicators were intervened on according to a partial order defined on the set $\left\{R_{i} \in R\right\}$. A procedure for target law identification may then aim at exploring the space of all possible partial orders. This effectively entails trying out all possible combinations of parallel and sequential application of the g-formula. Bhattacharya et al. (2019) showed that such a procedure remains incomplete, meaning that it fails to recognize a class of missing data models where the target law is indeed identified. They took an alternative view of the target law identification problem, where each propensity score $p\left(r_{i} \mid \operatorname{pa}_{\mathcal{G}}\left(r_{i}\right)\right)$ may be identified separately, using a potentially distinct partial order of intervention operations. This entails considering subproblems where selection bias, hidden variables, or both, are introduced, even if these complications are absent in the original problem.

Consider the missing data DAG in Fig. 6(a). According to Proposition 1, the target law $p\left(l_{1}^{(1)}, l_{2}^{(1)}, l_{3}^{(1)}\right):=p\left(l_{1}, l_{2}, l_{3} \| r_{1}=1, r_{2}=1, r_{3}=1\right)$ is equivalent to the following:

$$
\begin{equation*}
p\left(l_{1}, l_{2}, l_{3} \| r=1\right)=\left.\frac{p\left(l_{1}, l_{2}, l_{3}, r_{1}, r_{2}, r_{3}\right)}{p\left(r_{1} \mid l_{2}^{(1)}\right) \times p\left(r_{2} \mid l_{1}^{(1)}, l_{3}^{(1)}, r_{1}\right) \times p\left(r_{3} \mid l_{2}^{(1)}, r_{1}\right)}\right|_{r=1} \tag{5.16}
\end{equation*}
$$

We can easily use the encoded independence restrictions, along with the consistency facts in missing data, to identify the propensity scores of $R_{2}$ and $R_{3}$ evaluated at $R=1$. These restrictions are: $R_{2} \Perp R_{3} \mid R_{1}, L_{1}^{(1)}, L_{3}^{(1)}$ and $R_{3} \Perp R_{2} \mid R_{1}, L_{2}^{(1)}$. We have,

$$
\begin{align*}
& \left.p\left(r_{2} \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(r_{2}\right)\right)\right|_{r=1}=p\left(r_{2}=1 \mid l_{1}, l_{3}, r_{1}=1, r_{3}=1\right),  \tag{5.17}\\
& \left.p\left(r_{3} \mid \operatorname{pa}_{\mathcal{G}_{m}}\left(r_{3}\right)\right)\right|_{r=1}=p\left(r_{3}=1 \mid l_{2}, r_{1}=1, r_{2}=1\right) . \tag{5.18}
\end{align*}
$$

The propensity score of $R_{1}$ however, is not immediately identified since $R_{1} \not \Perp R_{2} \mid$ $L_{2}^{(1)}$. A natural question to ask is whether this propensity score is identified from a
kernel distribution where $R_{2}$ and $R_{3}$ are simultaneously intervened on. If so, then we can follow a similar argument as in the previous example with the two-step sequential procedure. Performing parallel interventions on $R_{2}$ and $R_{3}$ yield the following kernel distribution,

$$
p\left(l_{1}^{(1)}, l_{2}, l_{3}, r_{1} \| r_{2}=r_{3}=1\right)=\frac{p\left(l_{1}^{(1)}, l_{1}, l_{2}, l_{3}, r_{1}, r_{2}=r_{3}=1\right)}{p\left(r_{2}=1 \mid l_{1}^{(1)}, l_{3}, r_{1}, r_{3}=1\right) \times p\left(r_{3}=1 \mid l_{2}, r_{1}, r_{2}=1\right)} .
$$

Following the second step of the sequential procedure, we need to first identify the propensity score of $R_{1}$ via the above kernel, i.e., identifying $p\left(r_{1} \mid l_{2} \| r_{2}=1, r_{3}=1\right)$ which by Bayes rule can be obtained from $p\left(r_{1}, l_{2} \| r_{2}=1, r_{3}=1\right)$. Unfortunately, the above kernel $p\left(\| r_{2}=1, r_{3}=1\right)$ exhibits selection on $R_{1}$. Consequently, the two-stage sequential strategy in the previous example fails to identify the target law in this current example. Nevertheless, the target law is still identifiable using a more involved argument outlined below. Since the propensity scores of $R_{2}$ and $R_{3}$ are identified via $(5.17)$ and $(5.18)$, all we need to do to identify the target law is to find a way to identify the propensity score of $R_{1}, p\left(r_{1} \mid l_{2}^{(1)}\right)$.

Consider the marginal distribution $\sum_{l_{1}, l_{1}^{(1)}} p\left(l^{(1)}, r, l\right)$, where the full law factorizes according to the m-DAG in Fig. 6(a). The non-deterministic portion of this marginal distribution factorizes as: $p\left(l_{2}^{(1)}, l_{3}^{(1)}, r_{1}, r_{2}, r_{3}\right)=p\left(l_{2}^{(1)}\right) \times p\left(l_{3}^{(1)} \mid l_{2}^{(1)}\right) \times p\left(r_{1} \mid l_{2}^{(1)}\right) \times$ $p\left(r_{2} \mid r_{1}, l_{3}^{(1)}\right) \times p\left(r_{3} \mid l_{2}^{(1)}, r_{1}\right)$. The above factorization is Markov relative to the m-DAG in Fig. 6(b), where $L_{1}, L_{1}^{(1)}$ are projected out (or in other words, treated as hidden variables) from Fig. 6(a). Aside from absence of $p\left(l_{1}^{(1)}\right)$ and $p\left(l_{1} \mid r_{1}, l_{1}^{(1)}\right)$ factors, the difference between the above factorization and the one from original m-DAG in Fig. $6(\mathrm{a})$ is the difference in propensity score of $R_{2}$, i.e., $p\left(r_{2} \mid r_{1}, l_{1}^{(1)}, l_{3}^{(1)}\right)$ vs. $p\left(r_{2} \mid\right.$ $\left.r_{1}, l_{3}^{(1)}\right)$. We now illustrate that this change in the propensity score of $R_{2}$, which we call a pseudo-propensity score for $R_{2}$, can overcome the selection bias issue on $R_{1}$ that resulted from an intervention on $R_{2}$.

The pseudo-propensity score of $R_{2}$, denoted by $\widetilde{p}\left(r_{2} \mid r_{1}, l_{3}^{(1)}\right)$, is easily identified


Figure 6: (a) An example m-DAG corresponding to a model where intervention on a single missingness indicator entails following a partial order of interventions; (b), (c) Selection bias on $R_{1}$ is avoidable by following a partial order intervention on a graph induced by projecting out $L_{1}^{(1)}, L_{1}$.
via $\widetilde{p}\left(r_{2} \mid r_{1}, l_{3}, r_{3}=1\right)$ since $R_{2} \Perp R_{3} \mid R_{1}, L_{3}^{(1)}$ in Fig. 6(b). Now to identify the propensity score of $R_{1}$, we proceed as follows. Using the pseudo-propensity score of $R_{2}$ and the propensity score of $R_{3}$, we obtain the following kernel distribution:

$$
\widetilde{p}\left(l_{2}, l_{3}, r_{1} \| r_{2}=1, r_{3}=1\right)=\frac{p\left(l_{2}, l_{3}, r_{1}, r_{2}=1, r_{3}=1\right)}{\widetilde{p}\left(r_{2}=1 \mid r_{1}, l_{3}, r_{3}=1\right) \times p\left(r_{3}=1 \mid l_{2}, r_{1}, r_{2}=1\right)} .
$$

The above kernel $\widetilde{p}\left(. \| r_{2}=1, r_{3}=1\right)$, which factorizes according to the m-DAG in Fig. 4(c), is a direct function of observed data law without inducing any selection bias on $R_{1}$. Consequently, we can identify the propensity score of $R_{1}, p\left(r_{1} \mid l_{2} \| r_{2}=\right.$ $\left.1, r_{3}=1\right)$ using the kernel $\widetilde{p}\left(. \| r_{2}=1, r_{3}=1\right)$. Using Bayes rule, we have $p\left(r_{1} \mid\right.$ $\left.l_{2} \| r_{2}=1, r_{3}=1\right)=\sum_{l_{3}} p\left(r_{1}, l_{2}, l_{3} \| r_{2}=1, r_{3}=1\right) / \sum_{l_{3}, r_{1}} p\left(r_{1}, l_{2}, l_{3} \| r_{2}=1, r_{3}=\right.$ 1). This concludes that the target law in (5.16) is identified, since we showed each term in the denominator is identified.

The idea of focusing on identifying each propensity score separately leads to new identification strategies. Specifically, in the above example, the propensity score of $R_{1}$ was identified only after treating $L_{1}^{(1)}$ as a hidden variable and marginalizing it out
from the original distribution. Bhattacharya et al. (2019) developed a general procedure based on these observations which has significantly narrowed the identifiability gap in graphical models of missing data. Their procedure generalizes the notion of finding a partial order of interventions on the set $\left\{R_{i} \in R\right\}$ to finding partial orders of interventions for each individual $R_{k} \in R$ by exploring subproblems where a set of variables are treated as hidden or unmeasured.

In the above example, the partial orders for $R_{2}$ and $R_{3}$ are trivial - the corresponding propensity scores are immediately identified from the observed distribution. We can summarize the identification procedure for obtaining the propensity score of $R_{1}$ via the following partial order executed in a graph where $\left\{L_{1}^{(1)}, L_{1}\right\}$ are treated as hidden variables, which we will denote as $\mathcal{G}_{m}\left(V \backslash\left\{L_{1}^{(1)}, L_{1}\right\}\right)$ : the partial order of interventions for $R_{1}$ can be summarized via $\left\{\left\{I_{r_{2}}, I_{r_{3}}\right\}<I_{r_{1}}\right\}$ in $\mathcal{G}_{m}\left(V \backslash\left\{L_{1}^{(1)}, L_{1}\right\}\right)$. That is, intervention on $R_{1}$ must occur after interventions on $R_{2}$ and $R_{3}$ in a graph where $L_{1}^{(1)}$ and $L_{1}$ are marginalized out, and as mentioned earlier interventions on $R_{2}$ and $R_{3}$ are incompatible.

### 5.5 Intervention on Variables Outside of R

A feature common to all previous examples is that all propensity scores were obtained via partial orders of interventions defined only on the missingness indicators. This however, is also not always sufficient. In general the propensity score of $R_{k}$ might be identified only by intervening on variables outside of $R$, including variables in $L^{(1)}$ that become observed after intervening or conditioning on relevant elements in $R$. As an example, consider the m-DAG in Fig 7(a) where $L_{3}$ is fully observed. This graph was considered in Bhattacharya et al. (2019) as a generalization of a model described in Shpitser et al. (2015). According to Proposition 1, we can write down the target


Figure 7: (a) An example m-DAG corresponding to a model where variables besides $R \mathrm{~s}$ are required to be intervened on in order to identify the propensity scores; (b) A conditional m-DAG where $R_{4}$ is intervened on; (c) A conditional m-DAG where $L_{4}$ is intervened on after an intervention on $R_{4}$; (d) A conditional m-DAG where $L_{2}^{(1)}$ and $L_{3}$ are marginalized out from the kernel $p\left(. \mid \operatorname{do}\left(r_{4}=1, l_{4}\right)\right)$.
law $p\left(l_{1}^{(1)}, l_{2}^{(1)}, l_{4}^{(1)}, l_{3}\right)$ as follows:

$$
\begin{equation*}
p\left(l_{1}, l_{2}, l_{3}, l_{4} \| r=1\right)=\left.\frac{p\left(l_{1}, l_{2}, l_{3}, l_{4}, r_{1}, r_{2}, r_{4}\right)}{p\left(r_{1} \mid l_{2}^{(1)}, l_{4}^{(1)}, r_{2}\right) \times p\left(r_{2} \mid l_{1}^{(1)}, l_{4}^{(1)}\right) \times p\left(r_{4} \mid l_{3}\right)}\right|_{r=1} . \tag{5.19}
\end{equation*}
$$

The propensity score of $R_{4}, p\left(r_{4} \mid l_{3}\right)$, is a direct function of observed data. The propensity score of $R_{1}, p\left(r_{1} \mid r_{2}, l_{2}^{(1)}, l_{4}^{(1)}\right)$ evaluated at $R=1$ is also a function of observed data via $p\left(r_{1}=1 \mid r_{2}=1, l_{2}, l_{4}, r_{4}=1\right)$ since $R_{1} \Perp R_{4} \mid R_{2}, L_{2}^{(1)}, L_{4}^{(1)}$. Thus, identification of the target law relies on whether the propensity score of $R_{2}$, $p\left(r_{2} \mid l_{1}^{(1)}, l_{4}^{(1)}\right)$ is identified or not, which is not immediately clear since $R_{2} \not \nmid \perp R_{1} \mid$ $L_{1}^{(1)}, L_{4}^{(1)}$. We now outline a procedure to identify this propensity score.

We first intervene on $R_{4}$, i.e., dropping the term $p\left(r_{4} \mid l_{3}\right)$ from the original factorization, yielding the kernel below which is Markov relative to the graph in Fig. 7(b),

$$
p\left(l_{1}^{(1)}, l_{2}^{(1)}, l_{3}, l_{4}, r_{1}, r_{2}, l_{1}, l_{2} \| r_{4}=1\right)=\frac{p\left(l_{1}^{(1)}, l_{2}^{(1)}, l_{3}, l_{4}, l_{1}, l_{2}, r_{1}, r_{2}, r_{4}=1\right)}{p\left(r_{4}=1 \mid l_{3}\right)} .
$$

After intervening on $R_{4}, L_{4}^{(1)}$ is fully observed. We then intervene on $L_{4}$, i.e., dropping the term $p\left(l_{4} \mid l_{3} \| r_{4}=1\right)$ from the above kernel and obtain the following kernel which is Markov relative to the graph in Fig. 7(c),

$$
p\left(l_{1}^{(1)}, l_{2}^{(1)}, l_{3}, r_{1}, r_{2}, l_{1}, l_{2} \| r_{4}=1, l_{4}\right)=\frac{p\left(l_{1}^{(1)}, l_{2}^{(1)}, l_{3}, l_{4}, l_{1}, l_{2}, r_{1}, r_{2}, r_{4}=1\right)}{p\left(r_{4}=1 \mid l_{3}\right) \times p\left(l_{4} \mid l_{3}, r_{4}=1\right)} .
$$

Note that in this example, marginalizing out $L_{3}$ is equivalent to intervening on $L_{3}$. We can thus safely marginalize out $L_{2}^{(1)}, L_{2}$, and $L_{3}$ from the above expression without changing the propensity score of $R_{2}$, yielding a new kernel that is Markov relative to the graph in Fig. 7 (d),

$$
p\left(l_{1}^{(1)}, r_{1}, r_{2}, l_{1} \| r_{4}=1, l_{4}\right)=\sum_{l_{3}} \frac{p\left(l_{1}^{(1)}, l_{3}, l_{4}, r_{1}, r_{2}, r_{4}=1\right)}{p\left(r_{4}=1 \mid l_{3}\right) \times p\left(l_{4} \mid l_{3}, r_{4}=1\right)}
$$

The propensity score of $R_{1}$ in the above kernel is different than the one in original factorization of the m-DAG in Fig. 7(a). We refer to this as the pseudo-propensity score of $R_{1}$ and denote it by $\widetilde{p}\left(r_{1} \mid r_{2} \| r_{4}, l_{4}\right)$. We now intervene on $R_{1}$ by dropping this term from the above kernel, yielding

$$
p\left(l_{1}, r_{2} \| r_{1}=1, r_{4}=1, l_{4}\right)=\frac{p\left(l_{1}, r_{1}=1, r_{2} \| r_{4}=1, l_{4}\right)}{\widetilde{p}\left(r_{1}=1 \mid r_{2} \| r_{4}=1, l_{4}\right)}
$$

The desired propensity score of $R_{2}$ (which remains invariant despite all previous operations as its direct causes are still present in Fig. 7(d)) is then identified in the above kernel as $p\left(l_{1}, r_{2} \| r_{1}=1, r_{4}=1, l_{4}\right) / \sum_{r_{2}} p\left(l_{1}, r_{2} \| r_{1}=1, r_{4}=1, l_{4}\right)$. Since all the propensity scores are identified, then the target law in (5.19) is identified as well.

In the above example, the partial orders for $R_{1}$ and $R_{4}$ are trivial - the corresponding propensity scores are immediately identified from the observed distribution. We can summarize the identification procedure for obtaining the propensity score of $R_{2}$ via the following partial order executed in a graph where $R_{4}$ then $L_{4}$ are intervened on and $\left\{L_{2}^{(1)}, L_{2}, L_{3}\right\}$ are treated as hidden variables, which we will denote
as $\mathcal{G}_{m}\left(V \backslash\left\{L_{2}^{(1)}, L_{2}, L_{3}\right\},\left\{r_{4}, l_{4}\right\}\right)$ : the partial order of interventions for $R_{2}$ can be summarizes via $\left\{I_{r_{4}}<I_{l_{4}}<I_{r_{1}}<I_{r_{2}}\right\}$ in $\mathcal{G}_{m}\left(V \backslash\left\{L_{2}^{(1)}, L_{2}, L_{3}\right\},\left\{r_{4}, l_{4}\right\}\right)$. That is, intervention on $R_{2}$ must occur after interventions on $R_{4}, L_{4}$ and $R_{1}$ in a graph where $L_{2}^{(1)}, L_{2}$, and $L_{3}$ are marginalized out, and as mentioned earlier interventions on $R_{1}$ and $R_{4}$ are incompatible.

### 5.6 A Unifying Identification Procedure

Bhattacharya et al. (2019) proposed a procedure for target law identification that combines all the ideas discussed above. It proceed as follows. For each missingness indicator $R_{k} \in R$, it proceeds to identify its propensity score $p\left(r_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)$ evaluated at $R=1$. It does so by checking if $R_{k}$ is conditionally independent (given its parents) of the corresponding missingness indicators of its counterfactual parents. If this is the case, the propensity score is identified by a simple conditional independence argument (d-separation). Otherwise, the procedure checks if this condition holds in any intervention distribution where a subset of missingness indicators are intervened on, in either the original model or marginals of the model where the direct causes of $R_{k}$ are still preserved. If the procedure succeeds in identifying the propensity score for each missingness indicator in this manner, then the target law is declared as being identified.

Necessary conditions for target law identification have been discussed in the literature. A well-known result states that if an underlying variable causes its own missingness status, known as a self-censoring mechanism or nonignorable mechanism, then the target law is provably not identified. This means we can construct two missing data models that differ in target law distributions but both map to the same observed data distribution. The graphical structure simply corresponds to existence of an edge of the form $L_{k}^{(1)} \rightarrow R_{k}$ in the m-DAG. Nabi and Bhat-
tacharya (2022) have also shown that the so-called "criss-cross" structure prevents target law identification. These structures involve a pair of variables $L_{i}^{(1)}, L_{j}^{(1)}$ that are directly connected as $L_{i}^{(1)} \rightarrow L_{j}^{(1)}$ or $L_{i}^{(1)} \leftarrow L_{j}^{(1)}$ and these edges exist simultaneously: $L_{i}^{(1)} \rightarrow R_{j} \leftarrow R_{i} \leftarrow L_{j}^{(1)}$. On the other hand, Nabi et al. (2020) have provided sufficient conditions under which a target law is identified. They show under the absence of self-censoring edges and so-called "colluder" structures, the target law is identified. A colluder is a special type of collider where there exists $R_{i}, R_{j} \in R$ such that $L_{i}^{(1)} \rightarrow R_{j} \leftarrow R_{i}$. Finding necessary and sufficient conditions (a sound and complete algorithm) for target law identification remains an open problem.

In many applied problems, some variables are not just missing but completely unobserved. We can use missing data DAG models with hidden variables to encode the presence of unmeasured confounders and generalize the aforementioned identification strategies to such settings. We discuss extensions to identification in the presence of both missing data and hidden variables in Appendix S2.

## 6. Discussion

We have shown how unique features of missing data models represented by DAGs allow identification in seemingly counterintuitive situations, by taking advantage of Markov restrictions linking missingness indicators and underlying counterfactual variables. For instance, the target law is identified in the bivariate permutation model (Fig. 3(a)), but not in the analogous hidden variable causal model (Fig. 1(a)). Similarly, the target law is identified in the bivariate block-parallel model, shown in Fig. 9(a), by 5.11), but not in the analogous causal model shown in Fig. 9(b).

We described how graphical missing data models are a special case of hidden variable graphical causal models, where hidden variables are replaced by counterfactual variables, which are sometimes observed. It is this partial observability which allowed
identification to be derived. Just as in missing data models, observed variables in causal models are derived from counterfactual variables by means of consistency, and thus may be viewed as causes (parents) of observed variables in a particular type of causal graphs. This leads to a natural question: would expressing causal models via graphs which make the relationship between observed and counterfactual variables explicit by placing counterfactuals as vertices on the graph yield new types of identification results?

Consider a modification of the graph in Fig. 1(a) example shown in Fig. 8(a), which is drawn in such a way that all counterfactual versions of observed variables all occur prior to every observed variable. In this graph, variables $L_{1}$ and $L_{2}$ each have two counterfactuals on the graph, with each counterfactual $L_{i}^{\left(r_{i}\right)}$ inheriting all incoming and outgoing edges from the corresponding missing data counterfactual $L_{i}^{(1)}$. In addition, $L_{i}^{(1)}, L_{i}^{(0)}$ are associated, as indicated by the red bidirected edge between them. Fig. 8(a) yields a causal model that simply asserts all independence statements in the graph.

Note that in this causal model, the intervention $r_{2}=1$ is identified from the observed data, since $R_{2}$ only has observed parents, namely $L_{1}$ and $R_{1}$. The graph where this intervention is performed is shown via the conditional causal DAG in Fig. 8(b).

Just as in missing data, intervention $r_{2}=1$ renders the counterfactual $L_{2}^{(1)}$ and $L_{2}$ the same, and thus renders the former as an observed variable. Since both $L_{2}^{(1)}$ and $L_{2}^{(0)}$ serve as parents of $R_{1}$, rendering $L_{2}^{(1)}$ as observed does not suffice to render the subsequent intervention on $R_{1}$ identified, with $L_{2}^{(0)}$ acting as an unobserved confounder preventing identification.

However, if an additional assumption of rank preservation is made, where $L_{2}^{(0)}$ is equal to $g\left(L_{2}^{(1)}\right)$, for some bijection $g($.$) , then identification is recovered, since$


Figure 8: (a) A causal inference version of the bivariate permutation model with two counterfactual versions of $L_{1}$ and $L_{2}$ on the graph; (b) A world where an intervention $r_{2}=1$ is performed, yielding a situation where $L_{2}$ and $L_{2}^{(1)}$ coincide, i.e., $L_{2}=L_{2}^{(1)}$; (c) A causal model where we impose a rank preservation relationship where a known bijective function $g($.$) exists, such that L_{2}^{(0)}=g\left(L_{2}^{(1)}\right)$. In this model, the joint distribution $p\left(L_{1}^{\left(r_{1}\right)}, L_{2}^{\left(r_{2}\right)}\right)$ is identified by sequentially intervening on $r_{2}$ then $r_{1}$.
$p\left(R_{1} \mid L_{2}^{(1)}, L_{1}^{(0)}\right)=p\left(R_{1} \mid L_{2}^{(1)}, g\left(L_{2}^{(1)}\right)\right)=p\left(R_{1} \mid L_{2}^{(1)}\right)$ becomes a functional of the observed data once an intervention $r_{2}=1$ is performed. This is shown in Fig. 8 (c), with the bijective relationship between $L_{2}^{(1)}$ and $L_{2}^{(0)}$ shown as a deterministic relationship via a thicker bidirected edge. We discuss additional causal models in which rank preservation yields identification in the Appendix.

As a second example for illustrating why identification strategies in missing data models do not easily translate to causal models, consider the causal analogue of the bivariate block-parallel model shown in Fig. 9(b), with two binary treatments $A_{1}, A_{2}$ instead of missingness indicators, and two observed outcomes $L_{1}, L_{2}$, which implies two counterfactual versions of each observed outcome: $L_{1}^{(1)}, L_{1}^{(0)}$, and $L_{2}^{(1)}, L_{2}^{(0)}$ (we exclude the observed proxies $L_{1}, L_{2}$ from the figure for brevity). The model is defined

(a)

(b)

Figure 9: (a) The bivariate block parallel missing data model. (b) The causal model analogue of the model in (a) where identification of causal effects is not possible without further assumptions, but is possible with rank preservation.
by the following restrictions:

$$
\begin{equation*}
A_{2} \Perp L_{2}^{(1)}, L_{2}^{(0)}, A_{1} \mid L_{1}^{(1)}, L_{1}^{(0)} \quad \text { and } \quad A_{1} \Perp L_{1}^{(1)}, L_{1}^{(0)}, A_{2} \mid L_{2}^{(1)}, L_{2}^{(0)} \tag{6.20}
\end{equation*}
$$

These restrictions do not yield nonparametric identification since the propensity scores in the model depend on both versions of the counterfactuals, and are thus considered "cross-world" quantities:

$$
\begin{aligned}
& p\left(a_{2} \mid l_{2}^{(1)}, l_{2}^{(0)}, a_{1}, l_{1}^{(1)}, l_{1}^{(0)}\right)=p\left(a_{2} \mid l_{1}^{(1)}, l_{1}^{(0)}\right), \\
& p\left(a_{1} \mid l_{2}^{(1)}, l_{2}^{(0)}, a_{1}, l_{1}^{(1)}, l_{1}^{(0)}\right)=p\left(a_{1} \mid l_{2}^{(1)}, l_{2}^{(0)}\right) .
\end{aligned}
$$

However, we can recover an argument for identification of $p\left(l_{1}^{(i)}, l_{2}^{(j)}\right)$ for any $(i, j) \in$ $\{0,1\}^{2}$ via rank preservation, which states that for $k \in\{0,1\}$ there exist bijections $g_{k}($.$) such that L_{1}^{(1-i)}=g_{1}\left(L_{1}^{(i)}\right)$ and $L_{2}^{(1-j)}=g_{2}\left(L_{2}^{(j)}\right)$. Identification of $p\left(l_{1}^{(i)}, l_{2}^{(j)}\right)$ then proceeds as follows:

$$
\begin{aligned}
& p\left(l_{1}^{(i)}, l_{2}^{(j)}\right)=\frac{p\left(l_{1}^{(i)}, l_{2}^{(j)}, A_{1}=i, A_{2}=j\right)}{p\left(A_{1}=i, A_{2}=j \mid l_{1}^{(i)}, l_{2}^{(j)}\right)} \\
& =\frac{p\left(l_{1}^{(i)}, l_{2}^{(j)}, A_{1}=i, A_{2}=j\right)}{\sum_{l_{1}^{(1-i)}, l_{2}^{(1-j)}} p\left(A_{1}=i, A_{2}=j \mid l_{1}^{(i)}, l_{2}^{(j)}, l_{1}^{(1-i)}, l_{2}^{(1-j)}\right) \times p\left(l_{1}^{(1-i)}, l_{2}^{(1-j)} \mid l_{1}^{(i)}, l_{2}^{(j)}\right)} \\
& =\frac{p\left(l_{1}^{(i)}, l_{2}^{(j)}, A_{1}=i, A_{2}=j\right)}{\sum_{l_{1}^{(1-i)}, l_{2}^{(1-j)} p\left(A_{1}=i \mid l_{2}^{(j)}, l_{2}^{(1-j)}, A_{2}=j\right) \times p\left(A_{2}=j \mid l_{1}^{(i)}, l_{1}^{(1-i)}, A_{1}=i\right) \times p\left(l_{1}^{(1-i)}, l_{2}^{(1-j)} \mid l_{1}^{(i)}, l_{2}^{(j)}\right)}} \\
& =\frac{p\left(l_{1}^{(i)}, l_{2}^{(j)}, A_{1}=i, A_{2}=j\right)}{\sum_{l_{1}^{(1-i)}, l_{2}^{(1-j)} p\left(A_{1}=i \mid l_{2}^{(j)}, l_{2}^{(1-j)}, A_{2}=j\right) \times p\left(A_{2}=j \mid l_{1}^{(i)}, l_{1}^{(1-i)}, A_{1}=i\right) \times \mathbb{I}\left(l_{1}^{(1-i)}=g_{1}\left(l_{1}^{(i)}\right), l_{2}^{(1-j)}=g_{2}\left(l_{2}^{(j)}\right)\right)}^{p\left(l_{1}^{(i)}, l_{2}^{(j)}, A_{1}=i, A_{2}=j\right)}} \begin{array}{l}
p\left(A_{1}=i \mid l_{2}^{(j)}, A_{2}=j\right) \times p\left(A_{2}=j \mid l_{1}^{(i)}, A_{1}=i\right)
\end{array}
\end{aligned}
$$

$$
=\frac{p\left(l_{1}, l_{2}, A_{1}=i, A_{2}=j\right)}{p\left(A_{1}=i \mid l_{2}, A_{2}=j\right) \times p\left(A_{2}=j \mid l_{1}, A_{1}=i\right)} .
$$

Here, the first and second equalities follow by rules of probability, the third by (6.20), the fourth and fifth by the rank preservation assumption, and the last by consistency. This derivation is structurally very similar to the derivation for the bivariate block-parallel model, except for the last two steps which explicitly rely on rank preservation. In Appendix 54 we show that this structural similarity is quite general, and a similar identification strategy can be defined for a $K$ variable causal analogue of the block-parallel model endowed with rank preservation.

While much of the discussion in this paper has focused on how causal identification techniques can be applied or extended to missing data settings, the above example demonstrates missing data techniques can only be applied to causal settings given stronger assumptions, such as rank preservation, than those typically encoded in causal models. This raises interesting questions for future work on the suitability of these assumptions in missing data - e.g., an examination of the "no interference" assumption, which was implicit in all models discussed in this paper and violations of which may require different identification strategies.

## Supplementary Materials

The supplementary materials contain discussions on identification of missing data DAG models using the odds ratio parameterization extension of identification techniques to m-DAG models with unmesaured confounders, results on identification of the full law, proofs, and some additional results on identification in causal models using rank preservation.

## SUPPLEMENTARY MATERIALS

## S1. Identification via Odds Ratio Parameterization

We mentioned in the main draft that Nabi et al. (2020) used an odds ratio parameterization to derive a sound and complete algorithm for full law identification in m-DAGs. In the following, we go over an example to show how the target law can be identified via such a parameterization.

Consider the m-DAG in Fig. 10(a). The non-deterministic portion of the full law factorizes as $p\left(l_{1}^{(1)}\right) \times p\left(l_{2}^{(1)} \mid l_{1}^{(1)}\right) \times p\left(l_{3}^{(1)} \mid l_{1}^{(1)}, l_{2}^{(1)}\right) \times p\left(r_{1} \mid r_{2}, l_{3}^{(1)}\right) \times p\left(r_{2} \mid\right.$ $\left.r_{3}, l_{1}^{(1)}\right) \times p\left(r_{3} \mid l_{1}^{(1)}\right)$. The following conditional independence statements follow from this factorization: $R_{1} \Perp\left\{L_{1}^{(1)}, L_{2}^{(1)}, R_{3}\right\} \mid R_{2}, L_{3}^{(1)}$, and $R_{2} \Perp\left\{L_{2}^{(1)}, L_{3}^{(1)}\right\} \mid R_{3}, L_{1}^{(1)}$ and $R_{3} \Perp\left\{L_{2}^{(1)}, L_{3}^{(1)}\right\} \mid L_{1}^{(1)}$.

According to Proposition 1, we have:

$$
\begin{equation*}
p\left(l_{1}, l_{2}, l_{3} \| r=1\right)=\left.\frac{p\left(l_{1}, l_{2}, l_{3}, r_{1}, r_{2}, r_{3}\right)}{p\left(r_{1} \mid l_{3}^{(1)}, r_{2}\right) \times p\left(r_{2} \mid l_{1}^{(1)}, r_{3}\right) \times p\left(r_{3} \mid l_{1}^{(1)}\right)}\right|_{r=1} \tag{S1.1}
\end{equation*}
$$

We can use the independencies encoded in the m-DAG and consistency in missing data models to identify the propensity score of $R_{1}$ as follows:

$$
\begin{equation*}
\left.p\left(r_{1} \mid \mathrm{pa}_{\mathcal{G}}\left(r_{1}\right)\right)\right|_{r=1}=\left.p\left(r_{1} \mid l_{3}^{(1)}, r_{2}\right)\right|_{r=1}=p\left(r_{1}=1 \mid l_{3}, r_{2}=1, r_{3}=1\right) \tag{S1.2}
\end{equation*}
$$

We cannot immediately obtain the propensity score of $R_{2}$, i.e., $\left.p\left(r_{2} \mid l_{1}^{(1)}, r_{3}\right)\right|_{r=1}$, since $R_{2} \not \perp \perp R_{1} \mid L_{1}^{(1)}, R_{3}$. This can still be identified using a total order where $R_{1}$ is intervened on before $R_{2}$.

Intervening on $R_{1}$ results in the following kernel that is Markov relative to the


Figure 10: (a) Example of an m-DAG used to illustrate target law identification with odds ratio parameterization of the missingness selection model; (b) Graph derived from (a) representing an intervention on $R_{1}$ and the induced selection bias on $R_{3}$; (c) An m-DAG that is Markov equivalent to the m-DAG in (a).
graph in Fig. 10(b), with the induced selection bias on $R_{3}$.

$$
p\left(l_{2}^{(1)}, l_{3}^{(1)}, l_{1}, l_{2}, l_{3}, r_{2}, r_{3} \| r_{1}=1\right)=\left.\frac{p\left(l_{1}, l_{2}^{(1)}, l_{3}^{(1)}, l_{2}, l_{3}, r_{1}, r_{2}, r_{3}\right)}{p\left(r_{1} \mid r_{2}, l_{3}^{(1)}\right)}\right|_{r_{1}=1}
$$

The propensity score of $R_{2}$ evaluated at $R_{3}=1$ is equivalent to $p\left(r_{2}=1 \mid r_{3}=\right.$ $\left.1, l_{1}^{(1)} \| r_{1}=1\right)$. This is identified from the marginal kernel $p\left(l_{1}, l_{3}^{(1)}, r_{2}, r_{3}=1 \| r_{1}=\right.$ 1) which is equal to $p\left(l_{1}, l_{3}, r_{1}=1, r_{2}, r_{3}=1\right) / p\left(r_{1}=1 \mid r_{2}, l_{3}, r_{3}=1\right)$.

We now proceed to identify the propensity score of $R_{3},\left.p\left(r_{3} \mid l_{1}^{(1)}\right)\right|_{r=1}$, which is not immediately obvious since $R_{3} \not \Perp R_{1} \mid L_{1}^{(1)}$. Intervening on $R_{1}$ and setting it to 1 leads to a distribution where $R_{3}$ is necessarily selected on since the propensity score of $R_{1}$ is identified by restricting data to cases where $R_{3}=1$. Thus, we cannot identify the propensity score of $R_{3}$ in this post-intervention kernel distribution. A similar issue holds if we try to intervene on $R_{2}$ since identification of the propensity score of $R_{2}$ is obtained from a kernel distribution where we first intervene on $R_{1}$, which as mentioned introduces selection bias on $R_{3}$. It seems that we have exhausted all of our options based on the discussion of partial orders of identification. However, there is an alternative strategy that leads to identification of not just the target law,
but the full law as well.
Nabi et al. (2020) made the observation that the conditional density $p\left(r_{3} \mid r_{2}, l_{1}^{(1)}\right)$ is identified, since $R_{3} \Perp R_{1} \mid R_{2}, L_{1}^{(1)}$. From the preceding discussion, it is also clear that $p\left(r_{2} \mid r_{3}=1, l_{1}^{(1)}\right)$ is identified. Given that these conditional densities $p\left(r_{2} \mid r_{3}=1, l_{1}^{(1)}\right)$ and $p\left(r_{3} \mid r_{2}, l_{1}^{(1)}\right)$ are identified, they considered an odds ratio parameterization of the joint density $p\left(r_{2}, r_{3} \mid \mathrm{pa}_{\mathcal{G}}\left(r_{2}, r_{3}\right)\right)=p\left(r_{2}, r_{3} \mid l_{1}^{(1)}\right)$ as follows (Chen, 2007),

$$
p\left(r_{2}, r_{3} \mid l_{1}^{(1)}\right)=\frac{1}{Z} \times p\left(r_{2} \mid r_{3}=1, l_{1}^{(1)}\right) \times p\left(r_{3} \mid r_{2}=1, l_{1}^{(1)}\right) \times \mathrm{OR}\left(r_{2}, r_{3} \mid l_{1}^{(1)}\right)
$$

where $Z$ is the normalizing term, and

$$
\mathrm{OR}\left(r_{2}, r_{3} \mid l_{1}^{(1)}\right)=\frac{p\left(r_{3} \mid r_{2}, l_{1}^{(1)}\right)}{p\left(r_{3}=1 \mid r_{2}, l_{1}^{(1)}\right)} \times \frac{p\left(r_{3}=1 \mid r_{2}=1, l_{1}^{(1)}\right)}{p\left(r_{3} \mid r_{2}=1, l_{1}^{(1)}\right)}
$$

All the terms in above parameterization are identified. This immediately implies the identifiability of the individual propensity scores for $R_{2}$ and $R_{3}$. This result, in addition to the fact that $p\left(r_{1} \mid r_{2}, l_{1}^{(1)}\right)$ is identified, leads to identification of both the target law and the full law, as the missingness process $p\left(r \mid l^{(1)}\right)$ is also identified for all possible values of the missingness indicators. It is interesting to point out that the m-DAG in Fig. 10.(a) is Markov equivalent to the one in Fig. 10(c), which means, the m-DAG model in both examples implies the same set of independence restrictions on the full data law. It is perhaps easier to see how identification in Fig. 10(c) proceeds using techniques discussed in the main draft - the target law is identified via parallel interventions on $R_{1}$ and $R_{3}$ followed by a sequential intervention on $R_{2}$. That is, identification can be obtained via the partial order $\left\{\left\{I_{r_{1}}, I_{r_{3}}\right\}<I_{r_{3}}\right\}$.

It is worthwhile pointing out that if we add the $L_{2}^{(1)} \rightarrow R_{3}$ edge to the m DAG in Fig. 10, the full law and thus the target law remains identified via the odds ratio parameterization. However, the connection to how target law identification
can be carried out using the described methods in terms of finding partial orders of intervention remains an open problem.

## S2. m-DAG Models with Unmeasured Confounders

Previous sections illustrated how identification may be accomplished in missing data models represented by a DAG where all variables are either fully or partially observed. However, just as in standard causal inference problems, most realistic missing data models include variables that are completely unobserved. We represent such models with an m-DAG $\mathcal{G}_{m}\left(L, R, L^{(1)}, U\right)$, where the vertex set $U$ represents unobserved variables. By analogy with restrictions in Section 4, we require that $\left(L^{(1)} \cup U\right) \cap\left\{\operatorname{de}_{\mathcal{G}_{m}}(R) \cup \operatorname{de}_{\mathcal{G}_{m}}(L)\right\}=\emptyset$, i.e., there are no directed paths from any of the missingness indicators or proxy variables pointing towards variables in $U$ or $L^{(1)}$. To clearly distinguish hidden variables from others in the model, we will render edges adjacent to such vertices in red.

In some m-DAGs with hidden variables, straightforward generalizations of identification strategies developed for m-DAGs without hidden variables can be developed. Consider the hidden variable m-DAG in Fig. 11 where $U_{1}, U_{2}$, and $U_{3}$ are completely unobserved. Although the joint over all variables in this model still factorizes with respect to this m-DAG, no factors containing unobserved variables in $U$ can be used in identification or estimation strategies for the target $p\left(l^{(1)}\right)$ or the selection mechanism $p\left(r \mid l^{(1)}\right)$. Thus, in this setting it is useful to consider a factorization of the marginal model defined over variables that are either fully or partially observed. Recall that under any valid topological ordering on the variables, the ordered local Markov property simplifies each factor $p\left(v_{i} \mid \operatorname{past}_{\mathcal{G}_{m}}\left(v_{i}\right)\right)$ in the chain rule factorization to simply $p\left(v_{i} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(v_{i}\right)\right)$, as each variable is independent of its past (except parents) given its parents. We now describe an analogue of the ordered local Markov property and
factorization that relies only on partially or fully observed variables in the m-DAG, and demonstrate how this leads to an identification strategy.

Let $V=L^{(1)} \cup R \cup L$ denote the set of all partially and fully observed variables in $\mathcal{G}_{m}$. We define the district of $V_{i} \in V$ as the set of all variables $V_{j} \in V$ such that there exists a path connecting $V_{i}$ and $V_{j}$ that consists of only red edges, where any unmeasured variable $U_{k} \in U$ along the path is not a collider and any variable $V_{k} \in V$ along the path is a collider. We will use $\operatorname{dis}_{\mathcal{G}_{m}}\left(V_{i}\right)$ to denote the district of $V_{i}$ in $\mathcal{G}_{m}$; by convention $\operatorname{dis}_{\mathcal{G}_{m}}\left(V_{i}\right)$ includes $V_{i}$ itself. Given any valid topological order on all the variables in $\mathcal{G}_{m}$ (including unobserved variables) define $\left(\mathcal{G}_{m}\right)_{\overline{V_{i}}}$ to be the subgraph of $\mathcal{G}_{m}$ consisting of only the variables that appear before $V_{i}$ in the topological order (including $V_{i}$ itself) and the arrows present between these variables - not to be confused with alternative usage of the notation $\mathcal{G}_{\bar{X}}$ employed in the causal graph literature (Pearl, 2000) to represent a graph where incoming edges into $X$ have been deleted. Then, the Markov pillow of $V_{i}$, denoted as $\operatorname{mp}_{\mathcal{G}_{m}}\left(V_{i}\right)$, is defined as the district of $V_{i}$ and the observed parents of the district of $V_{i}$ (excluding $V_{i}$ itself) in the subgraph $\left(\mathcal{G}_{m}\right)_{\overline{V_{i}}}$. That is, $\operatorname{mp}_{\mathcal{G}_{m}}\left(V_{i}\right):=\left\{\operatorname{dis}_{\left(\mathcal{G}_{m}\right)_{\overline{v_{i}}}}\left(V_{i}\right) \cup \operatorname{pa}_{\left(\mathcal{G}_{m}\right)_{\overline{V_{i}}}}\left(\operatorname{dis}_{\left(\mathcal{G}_{m}\right)_{\overline{V_{i}}}}\left(V_{i}\right)\right)\right\} \cap$ $\left\{V \backslash V_{i}\right\}$. We suppress the dependence of the definition of the Markov pillow on the topological order for notational simplicity. Given these definitions, we have the following independence relations among the observed variables in a hidden variable DAG that resemble the ordered local Markov property in fully observed DAGs (Tian and Pearl, 2002; Bhattacharya et al., 2020):

$$
\begin{equation*}
V_{i} \Perp \operatorname{past}_{\mathcal{G}_{m}}\left(V_{i}\right) \cap V \backslash \mathrm{mp}_{\mathcal{G}_{m}}\left(V_{i}\right) \mid \mathrm{mp}_{\mathcal{G}_{m}}\left(V_{i}\right) \tag{S2.3}
\end{equation*}
$$

That is, each variable is independent of its observed past given its Markov pillow. Using this observation we can simplify the chain rule factorization according to any


Figure 11: (a) A graph corresponding to a missing data model with hidden variables where identification of the law $p\left(l_{1}^{(1)}, l_{2}^{(1)}, l_{3}^{(1)}, l_{4}^{(1)}, l_{5}, l_{6}\right)$ is possible; (b) An example where the causal effect is identified but the target law is not identified.
valid topological order on the observed variables as,

$$
\begin{equation*}
p(v)=\prod_{v_{k} \in V} p\left(v_{k} \mid \operatorname{past}_{\mathcal{G}_{m}}\left(v_{k}\right)\right)=\prod_{v_{k} \in V} p\left(v_{k} \mid \operatorname{mp}_{\mathcal{G}_{m}}\left(v_{k}\right)\right) . \tag{S2.4}
\end{equation*}
$$

We now apply the above factorization to study the identification of the target laws $p\left(l^{(1)}\right)$ in hidden variable m-DAGs. The properties of missing data graphs, as we described them, namely that for every $L_{k}, \operatorname{pa}_{\mathcal{G}_{m}}\left(L_{k}\right)=\left\{L_{k}^{(1)}, R_{k}\right\}$, and $\left\{\operatorname{de}_{\mathcal{G}_{m}}(R) \cup\right.$ $\left.\operatorname{de}_{\mathcal{G}_{m}}(L)\right\} \cap L^{(1)}=\emptyset$, implies that a version of the $g$-formula holds for identifying $p\left(l^{(1)}\right)$ under topological orderings where variables in $R \cup L$ come after variables in $L^{(1)}$. That is, under a topological ordering defined on the partially and fully observed variables we have,

$$
\begin{equation*}
p\left(l^{(1)}\right)=\left.\frac{p(l, r)}{\prod_{r_{k} \in R} p\left(r_{k} \mid \operatorname{past}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)}\right|_{r=1} \tag{S2.5}
\end{equation*}
$$

We have defined each past $\mathcal{G}_{m}\left(r_{k}\right)$ here as containing only observed or missing (but not hidden) variables. However, though the above g-formula does not contain any hidden variables, it still may not necessarily yield identification, unless additional structure of the model can be exploited.

As an example, consider the model in Fig. 11. Fix a topological ordering $U_{1}, U_{2}, U_{3}$, $L_{1}^{(1)}, L_{3}^{(1)}, L_{5}, L_{6}, L_{2}^{(1)}, L_{4}^{(1)}, R_{1}, R_{2}, R_{3}, R_{4}, L_{1}, L_{2}, L_{3}, L_{4}$. Considering the subsequence of this ordering on just the observed variables the g -formula for $p\left(l_{1}^{(1)}, l_{2}^{(1)}, l_{3}^{(1)}, l_{4}^{(1)}, l_{5}, l_{6}\right)$ is

$$
\left.\frac{p\left(l_{1}, l_{2}, l_{3}, l_{4}, l_{5}, l_{6}, r_{1}, r_{2}, r_{3}, r_{4}\right)}{p\left(r_{1} \mid \operatorname{past}_{\mathcal{G}_{m}}\left(r_{1}\right)\right) \times p\left(r_{2} \mid \operatorname{past}_{\mathcal{G}_{m}}\left(r_{2}\right)\right) \times p\left(r_{3} \mid \operatorname{past}_{\mathcal{G}_{m}}\left(r_{3}\right)\right) \times p\left(r_{4} \mid \operatorname{past}_{\mathcal{G}_{m}}\left(r_{4}\right)\right)}\right|_{r=1} .
$$

Using the independence relations described in S2.3), we have that each $p\left(r_{k} \mid\right.$ past $\left._{\mathcal{G}_{m}}\left(r_{k}\right)\right)$ simplifies as $p\left(r_{k} \mid \operatorname{mp}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)$. The propensity scores for each missingness indicator then simplifies under the proposed topological order on $\mathcal{G}_{m}$ as follows:
$\left.p\left(r_{1} \mid \operatorname{past}_{\mathcal{G}_{m}}\left(r_{1}\right)\right)\right|_{r=1}=\left.p\left(r_{1} \mid l_{3}^{(1)}, l_{6}\right)\right|_{r=1}=p\left(r_{1}=1 \mid l_{6}, l_{3}, r_{3}=1\right)$,
$\left.p\left(r_{2} \mid \operatorname{past}_{\mathcal{G}_{m}}\left(r_{2}\right)\right)\right|_{r=1}=\left.p\left(r_{2} \mid l_{3}^{(1)}, l_{4}^{(1)}, l_{6}, r_{1}\right)\right|_{r=1}=p\left(r_{2}=1 \mid l_{3}, l_{4}, l_{6}, r_{1}=r_{3}=r_{4}=1\right)$,
$\left.p\left(r_{3} \mid \operatorname{past}_{\mathcal{G}_{m}}\left(r_{3}\right)\right)\right|_{r=1}=\left.p\left(r_{3} \mid l_{5}, l_{1}^{(1)}, r_{1}\right)\right|_{r=1}=p\left(r_{3} \mid l_{5}, l_{1}, r_{1}=1\right)$,
$\left.p\left(r_{4} \mid \operatorname{past}_{\mathcal{G}_{m}}\left(r_{4}\right)\right)\right|_{r=1}=\left.p\left(r_{4} \mid l_{1}^{(1)}, l_{2}^{(1)}, l_{5}, r_{3}\right)\right|_{r=1}=p\left(r_{4} \mid l_{1}, l_{2}, l_{5}, r_{3}=r_{1}=r_{2}=1\right)$.
Since these terms are all functions of observed data law, $p\left(l_{1}^{(1)}, l_{2}^{(1)}, l_{3}^{(1)}, l_{4}^{(1)}, l_{5}, l_{6}\right)$ is identified.

## S3. Identification of the Full Law

All of our examples so far have focused on identification of the target law, or equivalently the missingness mechanism evaluated at 1 , i.e., $p\left(R=1 \mid \mathrm{pa}_{\mathcal{G}_{m}}(r)\right)$. If identification of the full law is of interest (for instance for model selection purposes as in Gain and Shpitser (2018) and Tu et al. (2019)), the missingness mechanism $p\left(r \mid \operatorname{pa}_{\mathcal{G}_{m}}(r)\right)$, for all $r \in\{0,1\}^{K}$ must be identified. It is possible that in certain missing data DAG models, the target law is identified whereas the full law is not. For instance, in Fig. 6(a), $p\left(r_{2} \mid R_{1}=0, l_{1}^{(1)}\right)$ is not identified, and in Fig. 7(a), $p\left(r_{1} \mid R_{2}=0, l_{2}^{(1)}\right)$ is not identified, though the target law is identified in both cases.

Both examples have a special colluder structure $L_{j}^{(1)} \rightarrow R_{i} \leftarrow R_{j}$ in common. Bhattacharya et al. (2019) show that the presence of colluders in a graph always implies the full law of the corresponding missing data model is not identified.

Nabi et al. (2020) studied identification of the full law in missing data DAG models, and provided the first completeness result in a subclass of missing data DAGs where the proxy variables $L$ are childless. They show the missingness mechanism $p\left(r \mid l^{(1)}\right)$ that is Markov relative to a missing data DAG $\mathcal{G}_{m}$, where $L \mathrm{~s}$ are childless, is identified if and only if $\mathcal{G}_{m}$ does not contain self-censoring edges and colluders. The identification is given via an odds ratio parameterization (Chen, 2007) of the missingness mechanism. An example of identification with odds ratio parameterization is provided in Appendix S1. Nabi et al. (2020) drew an important connection between missing data models of a DAG $\mathcal{G}_{m}$ that are devoid of self-censoring and colluders, and the itemwise conditionally independent nonresponse (ICIN) model described in (Shpitser, 2016b; Sadinle and Reiter, 2017) (the ICIN model is referred to as the "no self-censoring" model in Shpitser (2016b)). As a substantive model, the ICIN model implies that no partially observed variable directly determines its own missingness, and is defined by the restrictions that for every pair $L_{k}^{(1)}, R_{k}$, it is the case that $L_{k}^{(1)} \Perp R_{k} \mid R_{-k}, L_{-k}^{(1)}$.

The no-self-censoring and no-colluder assumptions imply that $L_{i}^{(1)}$ is not in the Markov blanket of $R_{i}$, where the Markov blanket is defined as $\operatorname{mb}_{\mathcal{G}_{m}}\left(V_{i}\right)=\mathrm{pa}_{\mathcal{G}_{m}}\left(V_{i}\right) \cup$ $\operatorname{ch}_{\mathcal{G}_{m}}\left(V_{i}\right) \cup \operatorname{pa}_{\mathcal{G}_{m}}\left(\operatorname{ch}_{\mathcal{G}}\left(V_{i}\right)\right)$. Given the local Markov property, $V_{i} \Perp V \backslash \operatorname{mb}_{\mathcal{G}_{m}}\left(V_{i}\right) \mid$ $\mathrm{mb}_{\mathcal{G}_{m}}\left(V_{i}\right)$. If the full law is identified, then the target law is guaranteed to be identified. For instance, since there is no self-censoring edges or colluder structures in Figs. 4(a) and 5(a), we can immediately conclude that the full law and hence the target law are identified. However, the reverse is not necessarily true - that is if the full law is not identified (due to presence of colluders or self-censoring edges), the target
law might still be identified as discussed in examples related to Figs. 6(a) and 7(a). Nabi et al. (2020) generalized this theory to scenarios where some variables are not just missing, but completely unobserved. They proposed necessary and sufficient graphical conditions that must hold in a missing data DAG model with unmeasured confounders to permit identification of the full law. They defined a colluding path between $L_{k}^{(1)}$ and $R_{k}$ as a path where every collider is a variable in $L^{(1)} \cup R$ and every non-collider is a variable in $U$. They showed that in the absence of such paths, the odds ratio parameterization can be used to identify the full law, while their presence results in non-identification.

Often, instead of identifying the entire full law or target law, we might simply be interested in a simple outcome mean or a causal effect. There are plenty of examples where such parameters are indeed identified, but the underlying joint distribution is not. For instance, consider the graph in Fig. 11(b), which is discussed in Mohan and Pearl (2021). The outcome is missing due to a common unmeasured confounder with pre-treatment variables $X$. The causal effect of $A$ on $Y$ here is indeed identified, even though the target law is not identified. Briefly, the target law is not identified due to the presence of a colluding path between $Y^{(1)}$ and $R_{Y}$, which prevents identification of $p\left(y^{(1)} \mid a, x\right)$ Mohan and Pearl, 2021; Nabi et al. 2020. However, the model encodes the following independence restrictions which enable identification of the causal effect: $Y^{\left(a, R_{Y}=1\right)} \Perp R_{Y}$ and $Y^{\left(a, R_{Y}=1\right)} \Perp A \mid X, R_{Y}$, where $Y^{\left(a, R_{Y}=1\right)}$ denotes the potential outcome when $A$ is set to some value $a$ and had we, in fact, been able to observe it. Such counterfactual independence restrictions are often read using d-separation rules applied to single-world intervention graphs (SWIGs). A detailed discussion on how missing data graphical models which contain counterfactuals relate to SWIGs is left to future work. The counterfactual distribution $p\left(y^{\left(a, R_{Y}=1\right)}\right)$ is identified as:

$$
p\left(y^{\left(a, R_{Y}=1\right)}\right)=p\left(y^{\left(a, R_{Y}=1\right)} \mid R_{Y}=1\right)
$$

$$
\begin{aligned}
& =\sum_{x} p\left(y^{\left(a, R_{Y}=1\right)} \mid x, R_{Y}=1\right) \times p\left(x \mid R_{Y}=1\right) \\
& =\sum_{x} p\left(y^{\left(a, R_{Y}=1\right)} \mid x, A=a, R_{Y}=1\right) \times p\left(x \mid R_{Y}=1\right) \\
& =\sum_{x} p\left(y \mid x, A=a, R_{Y}=1\right) \times p\left(x \mid R_{Y}=1\right) .
\end{aligned}
$$

The first equality follows from $Y^{\left(a, R_{Y}=1\right)} \Perp R_{Y}$, the second from rules of probability, the third from $Y^{\left(a, R_{Y}=1\right)} \Perp A \mid X, R_{Y}$, and the final equality follows from consistency.

## S4. Additional Results and Proofs

## S4.1 Proposition 1

Proof. Since $\operatorname{de}_{\mathcal{G}}\left(R_{i}\right) \cap L^{(1)}$, the vertex set $L^{(1)}$ is ancestral in $\mathcal{G}_{m}$ This implies $p\left(l^{(1)}\right)$ is equal to
$\sum_{r \cup l} p\left(l, r, l^{(1)}\right)=\sum_{r \cup l}\left(\prod_{v_{k} \in r \cup l} p\left(v_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(v_{k}\right)\right)\right) \times\left(\prod_{v_{k} \in l^{(1)}} p\left(v_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(v_{k}\right)\right)\right)=\prod_{v_{k} \in l^{(1)}} p\left(v_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(v_{k}\right)\right)$.
Further, using Bayes rule, we conclude the second equality in 4.6 by noting that $\left.p\left(l, r, l^{(1)}\right)\right|_{r=1}=\left.p(l, r)\right|_{r=1}$ (by consistency) and
$\left.p\left(r, l \mid l^{(1)}\right)\right|_{r=1}=\prod_{l_{k} \in l} p\left(l_{k} \mid r_{k}=1, l_{k}^{(1)}\right) \times\left.\prod_{r_{k} \in r} p\left(r_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)\right|_{r=1}=\left.\prod_{r_{k} \in r} p\left(r_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)\right|_{r=1}$.

## S4.2 Lemma 1

Proof. Given a set $R^{*} \subseteq R$ and the corresponding set of counterfactuals $L^{*(1)}$, the distribution

$$
p\left(l^{(1)} \backslash l^{*(1)}, r \backslash r^{*}, l \| r^{*}=1\right):=\left.\frac{p\left(l^{(1)} \backslash l^{*(1)}, r, l\right)}{\prod_{r_{k} \in r^{*}} p\left(r_{k} \mid \mathrm{pa}_{\mathcal{G}_{m}}\left(r_{k}\right)\right)}\right|_{R^{*}=1}
$$

S4.3 Identification under rank preservation in a $K$ variable block-parallel model
factorizes with respect to a conditional $D A G(\mathrm{CDAG}) \widetilde{\mathcal{G}}_{m}\left(L^{(1)} \cup\left\{R \backslash R^{*}\right\} \cup L, R^{*}\right)$, which is a DAG containing random vertices $L^{(1)} \cup\left\{R \backslash R^{*}\right\} \cup L$ and fixed vertices $R^{*}$ with the property that all fixed vertices can only have outgoing directed edges. $\widetilde{\mathcal{G}}_{m}$ is constructed from original m-DAG $\mathcal{G}_{m}$ by removing all edges with arrowheads into $R^{*}$, marking $R^{*}$ as fixed vertices, and treating each $L_{k}^{(1)} \in L^{*(1)}$ as equivalent to its corresponding proxy (by consistency). The CDAG factorization of any $p(v \| w)$ with respect to a CDAG $\mathcal{G}(V, W)$ is a straightforward generalization of the DAG factorization:

$$
p(v \| w)=\prod_{v_{i} \in v} p\left(v_{i} \mid \operatorname{pa}_{\mathcal{G}}\left(v_{i}\right) \backslash w \| \operatorname{pa}_{\mathcal{G}}\left(v_{i}\right) \cap w\right)
$$

where conditioning in $p(v \| w)$ is defined as in (2.3).
If $p(v \| w)$ factorizes with respect to $\mathcal{G}(V, W)$, it obeys the local Markov property which states that for each variable $V_{i}$, the distribution $p\left(v_{i} \mid \operatorname{past}_{\mathcal{G}}\left(v_{i}\right) \backslash w \| w \cap \mathrm{pa}_{\mathcal{G}}\left(v_{i}\right)\right)$ is only a function of $V_{i}$ and its direct causes $\mathrm{pa}_{\mathcal{G}}\left(V_{i}\right)$. This immediately implies the conclusion, since the kernel $p\left(l^{(1)} \backslash l^{*(1)}, r \backslash r^{*}, l \| r^{*}=1\right)$ factorizes according to the CDAG $\widetilde{\mathcal{G}}_{m}\left(L^{(1)} \cup\left\{R \backslash R^{*}\right\} \cup L, R^{*}\right)$ where all direct causes of each $R_{k} \notin R^{*}$ are preserved. See Richardson et al. (2017) for more details on conditional DAG factorization.

## S4.3 Identification under rank preservation in a $K$ variable block-parallel model

In Section 6 we saw how missing data identification strategies can be applied in conjunction with additional assumptions, such as rank preservation, to attain identification in a two variable causal analogue of the block-parallel missing data model. The following theorem shows how this applies to any causal model endowed with rank

S4.3 Identification under rank preservation in a $K$ variable block-parallel model
preservation that is analogous to a $K$ variable block-parallel model (as well as any sub models of it). For simplicity, we will assume all treatment variables are binary though the result trivially extends to non-binary treatments.

Theorem 1. Given a causal model that encodes the following independence restrictions: for each $k \in\{1, \ldots, K\}$

$$
A_{k} \Perp L_{k}^{(0)}, L_{k}^{(1)}, A_{-k} \mid L_{-k}^{(0)}, L_{-k}^{(1)}
$$

and the following rank preservation assumptions: for each $k \in\{1, \ldots, K\}$ and $j=$ $\{0,1\}$ there exists a bijection $g_{k}$ such that $L_{k}^{(1-j)}=g_{k}\left(L_{k}^{(j)}\right)$. The counterfactual distribution $p\left(l_{1}^{\left(a_{1}\right)}, \ldots l_{2}^{\left(a_{K}\right)}\right)$, where each $a_{k} \in\{0,1\}$, is identified and given by the following functional:

$$
\frac{p\left(l_{1}, \ldots, l_{K}, A_{1}=a_{1}, \ldots, A_{K}=a_{K}\right)}{\prod_{A_{k} \in A} p\left(A_{k}=a_{k} \mid l_{-k}, A_{-k}=a_{-k}\right)} .
$$

Proof. The counterfactual distribution $p\left(l_{1}^{\left(a_{1}\right)}, \ldots, l_{k}^{\left(a_{K}\right)}\right)$ is identified via the following identities following a very similar strategy to the one used in the main text. In the following we will use $l^{(a)}$ and $l^{(1-a)}$ as short hand for $l_{1}^{\left(a_{1}\right)}, \ldots, l_{K}^{\left(a_{K}\right)}$ and $l_{1}^{\left(1-a_{1}\right)}, \ldots, l_{K}^{\left(1-a_{K}\right)}$ respectively:

$$
\begin{aligned}
p\left(l^{(a)}\right) & =\frac{p\left(l_{1}^{\left(a_{1}\right)}, \ldots, l_{K}^{\left(a_{K}\right)}, A_{1}=a_{1}, \ldots, A_{K}=a_{K}\right)}{p\left(A_{1}=a_{1}, \ldots, A_{K}=a_{K} \mid l_{1}^{\left(a_{1}\right)}, \ldots, l_{K}^{\left(a_{K}\right)}\right)} \\
& =\frac{p\left(l^{(a)}, A_{1}=a_{1}, \ldots, A_{K}=a_{K}\right)}{p\left(A_{1}=a_{1}, \ldots, A_{K}=a_{K} \mid l^{(a)}\right)} \\
& =\frac{p\left(l^{(a)}, A_{1}=a_{1}, \ldots, A_{K}=a_{K}\right)}{\sum_{l^{(1-a)}} p\left(A_{1}=a_{1}, \ldots, A_{K}=a_{K} \mid l^{(a)}, l^{(1-a)}\right) \times p\left(l^{(1-a)} \mid l^{(a)}\right)} \\
& =\frac{p\left(l^{(a)}, A_{1}=a_{1}, \ldots, A_{K}=a_{K}\right)}{\sum_{l^{(1-a)}} \prod_{A_{k} \in A} p\left(A_{k}=a_{k} \mid l^{(a)}, l^{(1-a)}, A_{-k}=a_{-k}\right) \times p\left(l^{(1-a)} \mid l^{(a)}\right)} \\
& =\left\{\sum_{l^{(1-a)}} \prod_{A_{k} \in A} p\left(A_{k}=a_{k} \mid l^{(a)}, l^{(1-a)}, A_{-k}=a_{-k}\right) \times p\left(l^{(1-a)} \mid l^{(a)}\right)\right.
\end{aligned}
$$

S4.3 Identification under rank preservation in a $K$ variable block-parallel model

$$
\begin{gathered}
\left.\times \mathbb{I}\left(l_{1}^{\left(1-a_{1}\right)}=g_{1}\left(l_{1}^{\left(a_{1}\right)}\right), \ldots, l_{K}^{\left(1-a_{K}\right)}=g_{K}\left(l_{K}^{\left(a_{K}\right)}\right)\right)\right\}^{-1} \\
\times p\left(l^{(a)}, A_{1}=a_{1}, \ldots, A_{K}=a_{K}\right) \\
=\frac{p\left(l^{(a)}, A_{1}=a_{1}, \ldots, A_{K}=a_{K}\right)}{\prod_{A_{k} \in A} p\left(A_{k}=a_{k} \mid l_{-k}^{(a)}, A_{-k}=a_{-k}\right)} \\
=\frac{p\left(l_{1}, \ldots, l_{K}, A_{1}=a_{1}, \ldots, A_{K}=a_{K}\right)}{\prod_{A_{k} \in A} p\left(A_{k}=a_{k} \mid l_{-k}, A_{-k}=a_{-k}\right)} .
\end{gathered}
$$

The first equality follows from Bayes rule, the second from our notational convention, the third from rules of probability, the fourth from applying the chain rule of factorization and using the independence restrictions implied by the model, the fifth and sixth from rank preservation as well as restrictions encoded by the model, and finally, the last equality follows from consistency.
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